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#### Abstract

The claim that unitary transtormations in quantum mechanics correspond to the canonical transformations of classical mechanics is not correct. The spectra of operators produced by unitary transformation of Cartesian coordinate and momentum operators ( $\mathbf{q}, \mathbf{k}$ ) are necessarily continuous over the entire real domain of their eigenvalues. Operators with spectra which are not everywhere continuous are generated from ( $\mathbf{q}, \mathbf{k}$ ) by one-sided unitary transformations $U$ for which $U^{\dagger} U=1$ but for which $U U^{\dagger}$ commutes with either $\mathbf{q}$ or $\mathbf{k}$ (but not both). If $U U^{\dagger}$ commutes with $\mathbf{k}$, the new coordinates and momenta $(\mathbf{r}, \mathbf{s})$ satisfy commutation relations $\left[s_{m}, r_{n}\right]=2 \pi i 1 \delta_{m, n},\left[s_{m}, s_{n}\right]=0$, but $\left[r_{m}, r_{n}\right] \neq 0$; ( $\mathbf{r}, \mathbf{s}$ ) are canonical only for one-dimensional systems. The properties of one-sided unitary transformations are described; they are characterized by $\phi(\mathbf{K})$, the eigenvalue of $U U^{\dagger}$. The one-dimensional case for which the one-sided unitary transformation is canonical is discussed in detail. A prescription is given for obtaining the operator canonically conjugate to any one-dimensional observable. Generalization to higher dimensions is also discussed.


## 1. INTRODUCTION

It is generally accepted that the quantum-mechanical transformations corresponding to the canonical transformations of classical mechanics are unitary transformations. ${ }^{1}$ For each canonical transformation from classical Cartesian coordinate and momentum variables $(\mathbf{Q}, \mathbf{K})$ to generalized coordinates and momenta ( $\mathbf{R}, \mathbf{S}$ ), there should correspond a unitary transformation from the corresponding quantum operators $(\mathbf{q}, \mathbf{k})$ to ( $\mathbf{r}, \mathbf{s}$ ). But it can be shown that the only operators ( $\mathbf{r}, \mathbf{s}$ ) generated from ( $\mathbf{q}, \mathbf{k}$ ) by unitary transformation are those with continuous spectra whose eigenvectors are normalizable to a delta function over the entire real domain of the eigenvalues. Since the quantum operators corresponding to classical, canonical variables often have discrete spectra (e.g., in the case of classical angle and action variables), an anomaly exists. The spectra of the operators $(\mathbf{r}, \mathbf{s})$ generated by unitary transformation are considered in Sec. 2.
The transformations of $(\mathbf{q}, \mathbf{k})$, which produce operators ( $\mathbf{r}, \mathbf{s}$ ) for which $\mathbf{s}$ (or $\mathbf{r}$ ) has a spectrum that is not continuous over the entire real domain of its eigenvalues, are generated by operators $U$ which are not unitary, but only one-sided unitary. If $U^{\dagger} U=$ 1 , then $U U^{\dagger} \neq 1$; but if $U U^{\dagger}$ commutes with $\mathbf{k}$, the spectrum of $s$ is not everywhere continuous. The components of $\mathbf{r}$ and $\mathbf{s}$ satisfy the commutation rules for canonical operators, except that the components of $r$ do not commute with each other. Accordingly, $r$ and $s$ are canonically conjugate only for onedimensional systems.

The properties of one-sided unitary transformations

[^0]are described in Sec. 3. If $U U^{\dagger}$ commutes with $\mathbf{k}$, then these properties are determined by a factor $\phi(\mathbf{K})$, the eigenvalue of $U U^{\dagger}$.

In Sec. 4, the important one-dimensional case is described for which the operators $(r, s)$ produced by one-sided unitary transformation are canonical. The case of a discrete spectrum is discussed first. A method is given for constructing from a discrete basis $\{|\mu\rangle\}$ a basis $\{|S\rangle\}$ which is defined for every real value of $S$. The kets $|\mu\rangle$ and $|S\rangle$ are both eigenvectors of $s$. The method takes into account the presence of squared delta functions which arise in the case of discrete spectra. The factor $\phi(K)$ is singular in this case and it includes the arbitrary constant introduced by the presence of the squares of delta functions. ${ }^{2,3}$ It is shown that the eigenvalues $S$ which differ from the points $\mu$ of the discrete spectrum of $s$ are not measurable. The general one-dimensional case in which the $\mu$ basis has continuous ranges as well as discrete points is also discussed in Sec. 4. A prescription is given for obtaining canonically conjugate operators for one-dimensional systems starting from any given basis of eigenvectors.

The generalization to higher dimensions is discussed in Sec. 5. As in the one-dimensional case, operators whose spectra are not everywhere continuous are generated only by one-sided unitary transformations.

## 2. UNITARY TRANSFORMATIONS

Consider the Hilbert space in which the eigenvectors of the coordinate operator $\mathbf{q}$ are complete.

[^1]The vector $\mathbf{q}$ denotes the complete commuting set ${ }^{4}$ of one-dimensional position operators for each degree of freedom of the system $q_{1}, q_{2}, \cdots, q_{f}$. We write the eigenvalue equation and completeness condition

$$
\begin{equation*}
\mathbf{q}|\mathbf{Q}\rangle=\mathbf{Q}|\mathbf{Q}\rangle, \quad \int d \mathbf{Q}|\mathbf{Q}\rangle\langle\mathbf{Q}|=\mathbf{1} \tag{2.1}
\end{equation*}
$$

where $\mathbf{Q}$ denotes the set of eigenvalues $\left\{Q_{1}, Q_{2}, \cdots\right.$, $\left.Q_{f}\right\}$ and $|\mathbf{Q}\rangle$ is the simultaneous eigenvector of the set of operators $\mathbf{q}$ belonging to the eigenvalue $\mathbf{Q}$. The Hilbert space is the tensor product of the $f$ onedimensional spaces spanned by the eigenvectors of the components of $q .{ }^{5}$ The vector $\mathbf{Q}$ locates a point in an $f$-dimensional configuration space. Each component $Q_{i}$ ranges over the entire real domain. Similarly, the momentum operator $\mathbf{p}=2 \pi \hbar \mathbf{k}$ is a complete commuting set of component operators $p_{1}, p_{2}, \cdots$, $p_{f}$, for which

$$
\begin{equation*}
\mathbf{k}|\mathbf{K}\rangle=\mathbf{K}|\mathbf{K}\rangle, \quad \int d \mathbf{K}|\mathbf{K}\rangle\langle\mathbf{K}|=\mathbf{1} \tag{2.2}
\end{equation*}
$$

The components of the eigenvalue $\mathbf{K}=\left\{K_{1}, K_{2}, \cdots\right.$, $\left.K_{f}\right\}$ range over the entire real domain. $\{|\mathbf{Q}\rangle\}$ and $\{|\mathbf{K}\rangle\}$ are orthonormal sets with delta-function normalization:

$$
\begin{equation*}
\left\langle\mathbf{Q}^{\prime} \mid \mathbf{Q}\right\rangle=\delta\left(\mathbf{Q}^{\prime}-\mathbf{Q}\right), \quad\left\langle\mathbf{K}^{\prime} \mid \mathbf{K}\right\rangle=\delta\left(\mathbf{K}^{\prime}-\mathbf{K}\right) \tag{2.3}
\end{equation*}
$$

The commutation relations for canonical operators hold:

$$
\begin{align*}
& {\left[q_{m}, q_{n}\right]=\left[k_{m}, k_{n}\right]=0} \\
& {\left[k_{m}, q_{n}\right]=(2 \pi i)^{-1} \delta_{m, n} 1} \tag{2.4}
\end{align*}
$$

Accordingly,

$$
\begin{equation*}
\langle\mathbf{Q} \mid \mathbf{K}\rangle=\exp (2 \pi i \mathbf{Q} \cdot \mathbf{K}) \tag{2.5}
\end{equation*}
$$

so that $|\mathbf{K}\rangle$ is the Fourier transform of $|\mathbf{Q}\rangle$ :

$$
\begin{equation*}
|\mathbf{K}\rangle=\int d \mathbf{Q} \exp (2 \pi i \mathbf{Q} \cdot \mathbf{K})|\mathbf{Q}\rangle \tag{2.6}
\end{equation*}
$$

Consider the transformation from $\mathbf{q}, \mathbf{k}$ to new operators $\mathbf{r}, \mathbf{s}$ generated by the operator $U$ :

$$
\begin{equation*}
\mathbf{r}=U^{\dagger} \mathbf{q} U, \quad \mathbf{s}=U^{\dagger} \mathbf{k} U \tag{2.7}
\end{equation*}
$$

If $U$ is unitary,

$$
\begin{equation*}
U^{\dagger} U=U U^{\dagger}=\mathbf{1} \tag{2.8}
\end{equation*}
$$

then $\mathbf{r}$ and $\mathbf{s}$ are Hermitian, and they are canonical operators since

$$
\begin{align*}
& {\left[r_{m}, r_{n}\right]=\left[s_{m}, s_{n}\right]=0,} \\
& {\left[s_{m}, r_{n}\right]=(2 \pi i)^{-1} \delta_{m, n} 1 .} \tag{2.9}
\end{align*}
$$

[^2]It is generally accepted that unitary transformations are the quantum-mechanical transformations corresponding to the canonical transformations of classical mechanics. ${ }^{1}$ But it is easy to show that the operators $\mathbf{r}$ and $\mathbf{s}$ produced by unitary transformation of $\mathbf{q}, \mathbf{k}$ necessarily have the same spectra as $\mathbf{q}, \mathbf{k}$; their eigenvectors are orthonormal sets with delta-function normalization for all values of their eigenvalues in the real domain. According to (2.1) and (2.7),

$$
\begin{equation*}
\mathbf{r} U^{\dagger}|\mathbf{Q}\rangle=U^{\dagger} \mathbf{q}|\mathbf{Q}\rangle=\mathbf{Q} U^{\dagger}|\mathbf{Q}\rangle \tag{2.10}
\end{equation*}
$$

so that $U^{\dagger}|\mathbf{Q}\rangle$ is an eigenket of $\mathbf{r}$ belonging to $\mathbf{Q}$. Define the ket

$$
\begin{equation*}
|\mathbf{R}\rangle=U^{\dagger}|\mathbf{Q}\rangle_{\mathbf{Q}=\mathbf{R}} . \tag{2.11}
\end{equation*}
$$

$|\mathbf{Q}\rangle_{\mathbf{Q}=\mathbf{R}}$ is the eigenket of $\mathbf{q}$ belonging to the eigenvalue $\mathbf{Q}=\mathbf{R}$. Then
$\mathbf{r}|\mathbf{R}\rangle=U^{\dagger} \mathbf{q}|\mathbf{Q}\rangle_{\mathbf{Q}=\mathbf{R}}=\mathbf{R} U^{\dagger}|\mathbf{Q}\rangle_{\mathbf{Q}=\mathbf{R}}=\mathbf{R}|\mathbf{R}\rangle$,
so that $|\mathbf{R}\rangle$ is the eigenket of $\mathbf{r}$ belonging to eigenvalue R. Similarly,

$$
\begin{equation*}
|\mathbf{S}\rangle=U^{\dagger}|\mathbf{K}\rangle_{\mathbf{K}=\mathbf{s}}, \quad \mathbf{s}|\mathbf{S}\rangle=\mathbf{S}|\mathbf{S}\rangle \tag{2.13}
\end{equation*}
$$

From (2.11) and (2.13),

$$
\begin{equation*}
U^{\dagger}=\int d \mathbf{R}|\mathbf{R}\rangle\left\langle\left.\mathbf{Q}\right|_{\mathbf{Q}=\mathbf{R}}=\int d \mathbf{S} \mid \mathbf{S}\right\rangle\left\langle\left.\mathbf{K}\right|_{\mathbf{K}=\mathbf{S}}\right. \tag{2.14}
\end{equation*}
$$

The sets $\{|\mathbf{R}\rangle\}$ and $\{|\mathbf{S}\rangle\}$ are complete, since

$$
\begin{align*}
\int d \mathbf{R}|\mathbf{R}\rangle\langle\mathbf{R}| & =U^{\dagger} \int d \mathbf{R}|\mathbf{Q}\rangle_{\mathbf{Q}=\mathbf{R}}\left\langle\left.\mathbf{Q}\right|_{\mathbf{Q}=\mathbf{R}} U\right. \\
& =U^{\dagger} \int d \mathbf{Q}|\mathbf{Q}\rangle\langle\mathbf{Q}| U=\mathbf{1} \tag{2.15}
\end{align*}
$$

They are also orthonormal sets with delta-function normalization, i.e.,

$$
\begin{align*}
\left\langle\mathbf{R}^{\prime} \mid \mathbf{R}\right\rangle & =\left\langle\left.\mathbf{Q}\right|_{\mathbf{Q}=\mathbf{R}^{\prime}} U U^{\dagger} \mid \mathbf{Q}\right\rangle_{\mathbf{Q}=\mathbf{R}} \\
& =\left\langle\left.\mathbf{Q}\right|_{\mathbf{Q}=\mathbf{R}^{\prime}} \mathbf{Q}\right\rangle_{\mathbf{Q}=\mathbf{R}}=\delta\left(\mathbf{R}^{\prime}-\mathbf{R}\right) \tag{2.16}
\end{align*}
$$

Similarly,

$$
\begin{equation*}
\int d \mathbf{S}|\mathbf{S}\rangle\langle\mathbf{S}|=\mathbf{1}, \quad\left\langle\mathbf{S}^{\prime} \mid \mathbf{S}\right\rangle=\delta\left(\mathbf{S}^{\prime}-\mathbf{S}\right) \tag{2.17}
\end{equation*}
$$

From (2.12), (2.13), and the completeness of $\{|\mathbf{R}\rangle\}$ and $\{|S\rangle\}$, we have

$$
\begin{equation*}
\mathbf{r}=\int d \mathbf{R}|\mathbf{R}\rangle \mathbf{R}\langle\mathbf{R}|, \quad \mathbf{s}=\int d \mathbf{S}|\mathbf{S}\rangle \mathbf{S}\langle\mathbf{S}| . \tag{2.18}
\end{equation*}
$$

The Fourier transform relation (2.5) is invariant to the unitary transformation,

$$
\begin{equation*}
\langle\mathbf{R} \mid \mathbf{S}\rangle=\left\langle\left.\mathbf{Q}\right|_{\mathbf{Q}=\mathbf{R}} \mathbf{K}\right\rangle_{\mathbf{K}=\mathbf{S}}=\exp (2 \pi i \mathbf{R} \cdot \mathbf{S}) \tag{2.19}
\end{equation*}
$$

so that

$$
\begin{equation*}
|\mathbf{S}\rangle=\int d \mathbf{R} \exp (2 \pi i \mathbf{R} \cdot \mathbf{S})|\mathbf{R}\rangle \tag{2.20}
\end{equation*}
$$

Since the operators $\mathbf{r}$ and $\mathbf{s}$, resulting from the unitary transformation (2.7), have continuous spectra over the entire real domain with delta-function normalization of their eigenvectors, unitary transformations cannot generate canonical operators with discrete or noncontinuous spectra. It will be shown that operators with noncontinuous spectra are generated by onesided unitary transformations.

As an example of a unitary transformation to illustrate the preceding formalism, consider the case

$$
\begin{equation*}
U^{\dagger}=\int d \mathbf{Q} \int d \mathbf{Q}^{\prime} \exp \left(2 \pi i \mathbf{Q}^{\prime} \cdot \mathbf{Q}\right)\left|\mathbf{Q}^{\prime}\right\rangle\langle\mathbf{Q}| \tag{2.21}
\end{equation*}
$$

where (2.8) is satisfied. Define

$$
|\mathbf{K}\rangle=U^{\dagger}|\mathbf{Q}\rangle_{\mathbf{Q}=\mathbf{K}}=\int d \mathbf{Q} \exp (2 \pi i \mathbf{Q} \cdot \mathbf{K})|\mathbf{Q}\rangle
$$

Then

$$
\begin{aligned}
U^{\dagger} \mathbf{q} U & =U^{\dagger} \int d \mathbf{Q}|\mathbf{Q}\rangle \mathbf{Q}\langle\mathbf{Q}| U \\
& =\int d \mathbf{K} U^{\dagger}|\mathbf{Q}\rangle_{\mathbf{Q}=\mathbf{K}} \mathbf{K}\left\langle\left.\mathbf{Q}\right|_{\mathbf{Q}=\mathbf{K}} U\right. \\
& =\int d \mathbf{K}|\mathbf{K}\rangle \mathbf{K}\langle\mathbf{K}\rangle=\mathbf{k} .
\end{aligned}
$$

Since

$$
U^{\dagger} U^{\dagger}=\int d \mathbf{Q}|\mathbf{Q}\rangle\langle-\mathbf{Q}|, \quad U U=\int d \mathbf{Q}|-\mathbf{Q}\rangle\langle\mathbf{Q}|
$$

we have, therefore,

$$
\begin{aligned}
U^{\dagger} \mathbf{k} U & =U^{\dagger} U^{\dagger} \mathbf{q} U U=U^{\dagger} U^{\dagger} \int d \mathbf{Q}|\mathbf{Q}\rangle \mathbf{Q}\langle\mathbf{Q}| U U \\
& =\int d \mathbf{Q}|-\mathbf{Q}\rangle \mathbf{Q}\langle-\mathbf{Q}|=-\mathbf{q} .
\end{aligned}
$$

This unitary transformation corresponds to the classical canonical transformation which interchanges coordinate and momentum variables. ${ }^{6}$ The correspondence between infinitesimal unitary transformations for which $U=\mathbf{1}+i \epsilon F$, where $\epsilon$ is an infinitesimal number and $F$ is a Hermitian operator, and infinitesimal classical canonical transformations is well known. ${ }^{1}$

## 3. ONE-SIDED UNITARY TRANSFORMATION

Consider the operator $U$ for which

$$
\begin{equation*}
U^{\dagger} U=1, \text { but } \quad U U^{\dagger} \neq \mathbf{1} \tag{3.1}
\end{equation*}
$$

Let us see under what conditions the canonical commutation relations (2.9) can be obtained for the

[^3]Hermitian operators $\mathbf{r}, \mathbf{s}$ defined by (2.7). From (2.4) and (3.1),

$$
\begin{aligned}
& U^{\dagger}\left[k_{m}, q_{n}\right] U=U^{\dagger} U U^{\dagger} k_{m} q_{n} U-U^{\dagger} q_{n} k_{m} U U^{\dagger} U \\
&=(2 \pi i)^{-1} \delta_{m, n} 1 .
\end{aligned}
$$

If we require that $U U^{\dagger}$ commute with $\mathbf{k}$ (but not with q),

$$
\begin{equation*}
\left[U U^{\dagger}, \mathbf{k}\right]=0 \tag{3.2}
\end{equation*}
$$

then $\left[s_{m}, r_{n}\right]=(2 \pi i)^{-1} \delta_{m, n}$ 1. It also follows from (3.2) that $\left[s_{m}, s_{n}\right]=0$. But in general $\left[r_{m}, r_{n}\right] \neq 0$, since

$$
\begin{equation*}
r_{m} r_{n}=U^{\dagger} q_{m} U U^{\dagger} q_{n} U \tag{3.3}
\end{equation*}
$$

and $U U^{\dagger}$ does not commute with $\mathbf{q}$. For a one-dimensional system, the one-sided unitary transformation satisfying (3.2) is canonical; for higher dimensions, the components of the new coordinate operator $r$ do not commute with each other. If $U U^{\dagger}$ commutes with $\mathbf{q}$ (but not with $\mathbf{k}$ ), it is the components of the new momentum operator $\mathbf{s}$ which do not commute; mutatis mutandis, discussion of this case would present nothing new. Note that if $U U^{\dagger}$ commutes with both $\mathbf{q}$ and $\mathbf{k}$, then $U U^{\dagger}=\mathbf{1}$; this is the unitary case already considered. Since it will be shown that the transformations of ( $\mathbf{q}, \mathbf{k}$ ) which generate operators ( $\mathbf{r}, \mathbf{s}$ ), where $\mathbf{s}$ (or $r$ ) has a noncontinuous spectrum, are one-sided unitary transformations in which $U U^{\dagger}$ commutes with $\mathbf{k}$ (or $\mathbf{q}$ ), their properties are now considered.

Define the kets $|\mathbf{R}\rangle$ and $|\mathbf{S}\rangle$ as in (2.11) and (2.13). Then, just as in (2.15) and (2.17), the sets are complete, according to (3.1). Also, as in (2.18),

$$
\begin{align*}
\mathbf{r} & =U^{\dagger} \int d \mathbf{Q}|\mathbf{Q}\rangle \mathbf{Q}\langle\mathbf{Q}| U \\
& =U^{\dagger} \int d \mathbf{R}|\mathbf{Q}\rangle_{\mathbf{Q}=\mathbf{R}} \mathbf{R}\left\langle\left.\mathbf{Q}\right|_{\mathbf{Q}=\mathbf{R}} U\right. \\
& =\int d \mathbf{R}|\mathbf{R}\rangle \mathbf{R}\langle\mathbf{R}|, \\
\mathbf{s} & =\int d \mathbf{S}|\mathbf{S}\rangle \mathbf{S}\langle\mathbf{S}| . \tag{3.4}
\end{align*}
$$

Since $U U^{\dagger}$ commutes with $\mathbf{k}$, it can be written in diagonal form as

$$
\begin{equation*}
U U^{\dagger}=\int d \mathbf{K}|\mathbf{K}\rangle \phi(\mathbf{K})\langle\mathbf{K}|, \quad \phi(\mathbf{K})=\operatorname{Tr}\left\{U U^{\dagger}|\mathbf{K}\rangle\langle\mathbf{K}|\right], \tag{3.5}
\end{equation*}
$$

where $\phi(\mathbf{K})$ is the eigenvalue of $U U^{\dagger}$ to which the ket $|\mathbf{K}\rangle$ belongs:

$$
\begin{equation*}
U U^{\dagger}|\mathbf{K}\rangle=\phi(\mathbf{K})|\mathbf{K}\rangle \tag{3.6}
\end{equation*}
$$

Since $U U^{\dagger}$ is Hermitian, $\phi(\mathbf{K})$ is real. If we define

$$
\begin{equation*}
\phi(\mathbf{S})=[\phi(\mathbf{K})]_{\mathrm{K}=\mathbf{S}} \tag{3.7}
\end{equation*}
$$

then

$$
\begin{align*}
\phi(\mathbf{S})|\mathbf{S}\rangle & \left.\left.=\phi(\mathbf{K})_{\mathbf{K}=\mathbf{S}} U^{\dagger}|\mathbf{K}\rangle_{\mathbf{K}=\mathbf{S}}=U^{\dagger}|\phi(\mathbf{K})| \mathbf{K}\right\rangle\right]_{\mathbf{K}=\mathbf{s}} \\
& =U^{\dagger} U U^{\dagger}|\mathbf{K}\rangle_{\mathbf{K}=\mathbf{S}}=U^{\dagger}|\mathbf{K}\rangle_{\mathbf{K}=\mathbf{S}}=|\mathbf{S}\rangle \tag{3.8}
\end{align*}
$$

Also $|\mathbf{S}\rangle$ is an eigenket of $\mathbf{s}$ since, according to (3.2),

$$
\begin{align*}
\mathbf{s}|\mathbf{S}\rangle=U^{\dagger} \mathbf{k} U \cdot U^{\dagger}|\mathbf{K}\rangle_{\mathbf{K}=\mathbf{s}} & =U^{\dagger} \mathbf{k}|\mathbf{K}\rangle_{\mathbf{K}=\mathbf{s}} \\
& =\mathbf{S} U^{\dagger}|\mathbf{K}\rangle_{\mathbf{K}=\mathbf{s}}=\mathbf{S}|\mathbf{S}\rangle \tag{3.9}
\end{align*}
$$

The eigenvectors of the Hermitian operator $s$ are orthogonal but without delta-function normalization, since

$$
\begin{equation*}
\left\langle\mathbf{S}^{\prime} \mid \mathbf{S}\right\rangle=\left\langle\left.\mathbf{K}\right|_{\mathbf{K}=\mathbf{S}^{\prime}} U U^{\dagger} \mid \mathbf{K}\right\rangle_{\mathbf{K}=\mathbf{s}}=\phi(\mathbf{S}) \delta\left(\mathbf{S}^{\prime}-\mathbf{S}\right) \tag{3.10}
\end{equation*}
$$

Note that if $\phi(\mathbf{S})=1$ for all $\mathbf{S}$, then $U U^{\dagger}=\mathbf{1}$. This is the unitary case with delta-function normalization excluded in (3.1). On the other hand, the kets $|\mathbf{R}\rangle$ are not eigenkets of the Hermitian operator $\mathbf{r}$, since

$$
\begin{equation*}
\mathbf{r}|\mathbf{R}\rangle=U^{\dagger} \mathbf{q} U U^{\dagger}|\mathbf{Q}\rangle_{\mathbf{Q}=\mathbf{R}} \tag{3.11}
\end{equation*}
$$

and $U U^{\dagger}$ does not commute with $\mathbf{q}$. The kets $|\mathbf{R}\rangle$ are not orthogonal; instead, according to (2.5),

$$
\begin{align*}
\left\langle\mathbf{R}^{\prime} \mid \mathbf{R}\right\rangle & =\left\langle\left.\mathbf{Q}\right|_{\mathbf{Q}=\mathbf{R}^{\prime}} U U^{\dagger} \mid \mathbf{Q}\right\rangle_{\mathbf{Q}=\mathbf{R}} \\
& =\int d \mathbf{K} \phi(\mathbf{K})\left\langle\left.\mathbf{Q}\right|_{\mathbf{Q}=\mathbf{R}^{\prime}} \mid \mathbf{K}\right\rangle\langle\mathbf{K} \mid \mathbf{Q}\rangle_{\mathbf{Q}=\mathbf{R}} \\
& =\int d \mathbf{K} \phi(\mathbf{K}) \exp \left[2 \pi i \mathbf{K} \cdot\left(\mathbf{R}^{\prime}-\mathbf{R}\right)\right] \\
& =\int d \mathbf{S} \phi(\mathbf{S}) \exp \left[2 \pi i \mathbf{S} \cdot\left(\mathbf{R}^{\prime}-\mathbf{R}\right)\right] \tag{3.12}
\end{align*}
$$

Orthogonality is destroyed unless $\phi(\mathbf{S})=1$ for all $\mathbf{S}$. From (3.4) and (3.12), we have

$$
\begin{align*}
\mathbf{r}|\mathbf{R}\rangle & =\int d \mathbf{R}^{\prime}\left|\mathbf{R}^{\prime}\right\rangle \mathbf{R}^{\prime}\left\langle\mathbf{R}^{\prime} \mid \mathbf{R}\right\rangle \\
& =\int d \mathbf{R}^{\prime} \mathbf{R}^{\prime}\left|\mathbf{R}^{\prime}\right\rangle \int d \mathbf{S} \phi(\mathbf{S}) \exp \left[2 \pi i \mathbf{S} \cdot\left(\mathbf{R}^{\prime}-\mathbf{R}\right)\right] \\
|\mathbf{R}\rangle & =\int d \mathbf{R}^{\prime}\left|\mathbf{R}^{\prime}\right\rangle\left\langle\mathbf{R}^{\prime} \mid \mathbf{R}\right\rangle  \tag{3.13}\\
& =\int d \mathbf{R}^{\prime}\left|\mathbf{R}^{\prime}\right\rangle \int d \mathbf{S} \phi(\mathbf{S}) \exp \left[2 \pi i \mathbf{S} \cdot\left(\mathbf{R}^{\prime}-\mathbf{R}\right)\right] \tag{3.14}
\end{align*}
$$

Since (3.12) can be written as

$$
\begin{equation*}
\left\langle\mathbf{R}^{\prime} \mid \mathbf{R}\right\rangle=\phi\left(\frac{i}{2 \pi} \frac{\partial}{\partial \mathbf{R}}\right) \delta\left(\mathbf{R}^{\prime}-\mathbf{R}\right) \tag{3.15}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
\mathbf{r}|\mathbf{R}\rangle=\phi\left(\frac{i}{2 \pi} \frac{\partial}{\partial \mathbf{R}}\right) \mathbf{R}|\mathbf{R}\rangle, \quad|\mathbf{R}\rangle=\phi\left(\frac{i}{2 \pi} \frac{\partial}{\partial \mathbf{R}}\right)|\mathbf{R}\rangle \tag{3.16}
\end{equation*}
$$

The Fourier transform relations are preserved. Thus,

$$
\begin{align*}
|\mathbf{S}\rangle & =U^{\dagger}|\mathbf{K}\rangle_{\mathbf{K}=\mathbf{s}}=U^{\dagger} \int d \mathbf{Q}|\mathbf{Q}\rangle\langle\mathbf{Q} \mid \mathbf{K}\rangle_{\mathbf{K}=\mathbf{S}} \\
& =U^{\dagger} \int d \mathbf{Q}|\mathbf{Q}\rangle \exp (2 \pi i \mathbf{Q} \cdot \mathbf{S}) \\
& =\int d \mathbf{R} \exp (2 \pi i \mathbf{R} \cdot \mathbf{S}) U^{\dagger}|\mathbf{Q}\rangle_{\mathbf{Q}=\mathbf{R}} \\
& =\int d \mathbf{R} \exp (2 \pi i \mathbf{R} \cdot \mathbf{S})|\mathbf{R}\rangle \tag{3.17}
\end{align*}
$$

Similarly,

$$
\begin{equation*}
|\mathbf{R}\rangle=\int d \mathbf{S} \exp (-2 \pi i \mathbf{R} \cdot \mathbf{S})|\mathbf{S}\rangle \tag{3.18}
\end{equation*}
$$

But

$$
\begin{equation*}
\langle\mathbf{R} \mid \mathbf{S}\rangle=\left\langle\left.\mathbf{Q}\right|_{\mathbf{Q}=\mathbf{R}} U U^{\dagger} \mid \mathbf{K}\right\rangle_{\mathbf{K}=\mathbf{S}}=\phi(\mathbf{S}) \exp (2 \pi i \mathbf{R} \cdot \mathbf{S}) \tag{3.19}
\end{equation*}
$$

According to (3.9), any function $f(s)$ can be written in diagonal form

$$
\begin{equation*}
f(\mathbf{s})=\int d \mathbf{S}|\mathbf{S}\rangle f(\mathbf{S})\langle\mathbf{S}| \tag{3.20}
\end{equation*}
$$

Since

$$
\langle\mathbf{R}| f(\mathbf{s})|\mathbf{S}\rangle=f(\mathbf{S})\langle\mathbf{R} \mid \mathbf{S}\rangle=\phi(\mathbf{S}) f(\mathbf{S}) \exp (2 \pi i \mathbf{R} \cdot \mathbf{S})
$$

according to (3.8) and (3.18), we have

$$
\begin{align*}
f(\mathbf{s}) & =\int d \mathbf{R} \int d \mathbf{S}|\mathbf{R}\rangle \phi(\mathbf{S}) f(\mathbf{S}) \exp (2 \pi i \mathbf{R} \cdot \mathbf{S})\langle\mathbf{S}| \\
& =\int d \mathbf{R}|\mathbf{R}\rangle f\left((2 \pi i)^{-1} \frac{\partial}{\partial \mathbf{R}}\right) \int d \mathbf{S}\langle\mathbf{S}| \exp (2 \pi i \mathbf{R} \cdot \mathbf{S}) \\
& =\int d \mathbf{R}|\mathbf{R}\rangle f\left((2 \pi i)^{-1} \frac{\partial}{\partial \mathbf{R}}\right)\langle\mathbf{R}| \tag{3.21}
\end{align*}
$$

Consider the unitary operator $\exp (2 \pi i \beta \cdot s)$ where $\beta$ is a real constant:

$$
\begin{align*}
\exp (2 \pi i \boldsymbol{\beta} \cdot \mathbf{s}) & =\int d \mathbf{S}|\mathbf{S}\rangle \exp (2 \pi i \boldsymbol{\beta} \cdot \mathbf{S})\langle\mathbf{S}| \\
& =\int d \mathbf{R}|\mathbf{R}\rangle \exp \left(\boldsymbol{\beta} \cdot \frac{\partial}{\partial \mathbf{R}}\right)\langle\mathbf{R}| \\
& =\int d \mathbf{R}|\mathbf{R}\rangle\langle\mathbf{R}+\boldsymbol{\beta}| \tag{3.22}
\end{align*}
$$

Accordingly, $\exp (2 \pi i \beta \cdot s)$ is a displacement operator for the set $\{|\mathbf{R}\rangle\}$ :

$$
\begin{align*}
& \exp (2 \pi i \boldsymbol{\beta} \cdot \mathbf{s})|\mathbf{R}\rangle \\
& \quad=\int d \mathbf{S}|\mathbf{S}\rangle \exp [-2 \pi i \mathbf{S} \cdot(\mathbf{R}-\boldsymbol{\beta})]=|\mathbf{R}-\boldsymbol{\beta}\rangle \tag{3.23}
\end{align*}
$$

From (3.13), (3.17), and (3.19),

$$
\begin{align*}
\mathbf{r}|\mathbf{R}\rangle= & \int d \mathbf{S} \phi(\mathbf{S}) \exp (-2 \pi i \mathbf{R} \cdot \mathbf{S})(2 \pi i)^{-1} \frac{\partial}{\partial \mathbf{S}} \\
& \times \int d \mathbf{R}^{\prime} \exp \left(2 \pi i \mathbf{R}^{\prime} \cdot \mathbf{S}\right)\left|\mathbf{R}^{\prime}\right\rangle \\
= & \int d \mathbf{S}\langle\mathbf{S} \mid \mathbf{R}\rangle(2 \pi i)^{-1} \frac{\partial}{\partial \mathbf{S}}|\mathbf{S}\rangle \\
\mathbf{r}= & \int d \mathbf{S}\left((2 \pi i)^{-1} \frac{\partial}{\partial \mathbf{S}}|\mathbf{S}\rangle\right)\langle\mathbf{S}| \\
= & \int d \mathbf{S}|\mathbf{S}\rangle \frac{i}{2 \pi} \frac{\partial}{\partial \mathbf{S}}\langle\mathbf{S}| . \tag{3.24}
\end{align*}
$$

As shown in (3.3), the components of $\mathbf{r}$ do not commute; from (3.24),

$$
\begin{equation*}
r_{m} r_{n}=\int d \mathbf{S}|\mathbf{S}\rangle\left(\frac{i}{2 \pi} \frac{\partial}{\partial S_{m}}\right) \phi(\mathbf{S})\left(\frac{i}{2 \pi} \frac{\partial}{\partial S_{n}}\right)\langle\mathbf{S}|, \tag{3.25}
\end{equation*}
$$

so that commutivity occurs for the unitary case, $\phi(\mathbf{S})=1$ for all $\mathbf{S}$. For integral $m$, we can write

$$
(2 \pi i \boldsymbol{\beta} \cdot \mathbf{r})^{m}=\int d \mathbf{S}|\mathbf{S}\rangle\left(-\phi(\mathbf{S}) \boldsymbol{\beta} \cdot \frac{\partial}{\partial \mathbf{S}}\right)\langle\mathbf{S}|
$$

so that the unitary operator $\exp (2 \pi i \boldsymbol{\beta} \cdot \mathbf{r})$ becomes

$$
\begin{equation*}
\exp (2 \pi i \boldsymbol{\beta} \cdot \mathbf{r})=\int d \mathbf{S}|\mathbf{S}\rangle \exp \left(-\phi(\mathbf{S}) \boldsymbol{\beta} \cdot \frac{\partial}{\partial \mathbf{S}}\right)\langle\mathbf{S}|, \tag{3.26}
\end{equation*}
$$

which is not a displacement operator for the set $\{|\mathbf{S}\rangle\}$. But consider the class of operators $g$ defined by

$$
\begin{equation*}
g=\int d \mathbf{R}|\mathbf{R}\rangle g(\mathbf{R})\langle\mathbf{R}| . \tag{3.27}
\end{equation*}
$$

If $g(\mathbf{R})$ is real, then $g$ is Hermitian. The operator $\mathbf{r}$ itself is a $g$ operator according to (3.4), but the operator $g$ should not be confused with $g(\mathbf{r})$. Now

$$
\begin{align*}
g|\mathbf{S}\rangle & =\int d \mathbf{R}|\mathbf{R}\rangle g(\mathbf{R}) \phi(\mathbf{S}) \exp (2 \pi i \mathbf{R} \cdot \mathbf{S}) \\
& =\phi(\mathbf{S}) g\left((2 \pi i)^{-1} \frac{\partial}{\partial \mathbf{S}}\right)|\mathbf{S}\rangle, \\
g & =\int d \mathbf{S}\left\{g\left((2 \pi i)^{-1} \frac{\partial}{\partial \mathbf{S}}\right)|\mathbf{S}\rangle\langle\langle\mathbf{S}|\right. \\
& =\int d \mathbf{S}|\mathbf{S}\rangle g\left(\frac{i}{2 \pi} \frac{\partial}{\partial \mathbf{S}}\right)\langle\mathbf{S}| . \tag{3.28}
\end{align*}
$$

A displacement operator can be obtained as the $g$ operator:

$$
\begin{align*}
v^{\dagger}(\boldsymbol{\beta}) & =\int d \mathbf{R}|\mathbf{R}\rangle \exp (2 \pi i \boldsymbol{\beta} \cdot \mathbf{R})\langle\mathbf{R}| \\
& =\int d \mathbf{S}|\mathbf{S}\rangle \exp \left(-\boldsymbol{\beta} \cdot \frac{\partial}{\partial \mathbf{S}}\right)\langle\mathbf{S}| \\
& =\int d \mathbf{S}|\mathbf{S}\rangle\langle\mathbf{S}-\boldsymbol{\beta}|,  \tag{3.29}\\
v^{\dagger}(\boldsymbol{\beta})|\mathbf{S}\rangle & =\int d \mathbf{S}^{\prime}\left|\mathbf{S}^{\prime}\right\rangle\left\langle\mathbf{S}^{\prime}-\boldsymbol{\beta} \mid \mathbf{S}\right\rangle \\
& =\int d \mathbf{S}^{\prime}\left|\mathbf{S}^{\prime}\right\rangle \delta\left(\mathbf{S}^{\prime}-\boldsymbol{\beta}-\mathbf{S}\right) \phi(\mathbf{S}) \\
& =\phi(\mathbf{S})|\mathbf{S}+\boldsymbol{\beta}\rangle . \tag{3.30}
\end{align*}
$$

In general, $v(\boldsymbol{\beta})$ is not unitary unless $\phi(\mathbf{S})=1$ for all S, since

$$
\begin{align*}
& v^{\dagger}(\boldsymbol{\beta}) v(\boldsymbol{\beta})=\int d \mathbf{S}|\mathbf{S}\rangle \phi(\mathbf{S}-\boldsymbol{\beta})\langle\mathbf{S}| \\
& v(\boldsymbol{\beta}) v^{\dagger}(\boldsymbol{\beta})=\int d \mathbf{S}|\mathbf{S}\rangle \phi(\mathbf{S}+\boldsymbol{\beta})\langle\mathbf{S}| . \tag{3.31}
\end{align*}
$$

Note from (3.23) and (3.30) that

$$
\begin{align*}
& \exp (2 \pi i \boldsymbol{\beta} \cdot \mathbf{s}) \mathbf{r} \exp (-2 \pi i \boldsymbol{\beta} \cdot \mathbf{s}) \\
& \quad=\int d \mathbf{R}|\mathbf{R}-\boldsymbol{\beta}\rangle \mathbf{R}\langle\mathbf{R}-\boldsymbol{\beta}|=\mathbf{r}+\boldsymbol{\beta} \mathbf{1}  \tag{3.32}\\
& \begin{aligned}
v(\boldsymbol{\beta}) \mathbf{s} v^{\dagger}(\boldsymbol{\beta}) & =\int d \mathbf{S}|\mathbf{S}-\boldsymbol{\beta}\rangle \phi(\mathbf{S}) \mathbf{S}\langle\mathbf{S}-\boldsymbol{\beta}| \\
& =\int d \mathbf{S}|\mathbf{S}\rangle \phi(\mathbf{S}+\boldsymbol{\beta})(\mathbf{S}+\boldsymbol{\beta})\langle\mathbf{S}|
\end{aligned}
\end{align*}
$$

The properties of the one-sided unitary transformations satisfying (3.2) are controlled by the ubiquitous factor $\phi(\mathbf{S})$. If $\phi(\mathbf{S})$ depends on Planck's constant in such a way that as $\hbar \rightarrow 0, \phi(\mathbf{S}) \rightarrow 1$ for all $\mathbf{S}$, then the same classical limit would be obtained whether $\mathbf{r}, \mathbf{s}$ are generated from $\mathbf{q}, \mathbf{k}$ by unitary transformation or by one-sided unitary transformations satisfying (3.2).

## 4. THE ONE-DIMENSIONAL CASE

In Sec. 2 it was shown that unitary transformation of the coordinate and momentum operators cannot generate operators whose spectra are discrete or not continuous on the entire real domain. For a onedimensional system, the one-sided unitary transformation satisfying (3.2) is canonical, as shown in Sec. 3. In this section we show that for one-dimensional systems, operators with discrete spectra or spectra which are not continuous over the entire real domain can be generated by such canonical, one-sided, unitary transformations.

In the one-dimensional space spanned by the eigenvectors of position operator $q$ and momentum operator $p=2 \pi \hbar k$, consider the transformation from the basis of eigenkets $|K\rangle$ of $k$ to a basis of kets $|\mu\rangle$ specified by a parameter $\mu$ which takes on discrete values on the real axis (discrete spectrum). The set $\{|\mu\rangle\}$ is assumed complete, and orthonormal with Kronecker-delta normalization, so that

$$
\begin{equation*}
\Sigma_{\mu}|\mu\rangle\langle\mu|=1, \quad\left\langle\mu^{\prime} \mid \mu\right\rangle=\delta_{\mu^{\prime}, \mu} \tag{4.1}
\end{equation*}
$$

Note that the $\mu$ basis is nondegenerate, since, by definition, for a one-dimensional system the set $\{|\mu\rangle\}$ must be a complete commuting set. ${ }^{4}$ If, for example, an eigenvalue were doubly degenerate, two indices $\mu_{1}$ and $\mu_{2}$ would be required to specify a complete commuting set; the system would be twodimensional.

The transformation operator $U$ is specified by

$$
\begin{equation*}
U^{\dagger}|K\rangle=\epsilon^{\frac{1}{2}} \Sigma_{\mu} \delta(K-\mu)|\mu\rangle \tag{4.2}
\end{equation*}
$$

or

$$
\begin{equation*}
U^{\dagger}=\epsilon^{\frac{1}{2}} \int d K \Sigma_{\mu} \delta(K-\mu)|\mu\rangle\langle K| \tag{4.3}
\end{equation*}
$$

The real constant $\epsilon$ will be chosen so that the condition

$$
\begin{equation*}
U^{\dagger} U=1 \tag{4.4}
\end{equation*}
$$

is satisfied. Thus,

$$
\begin{align*}
U^{\dagger} U & =\epsilon \int d K \Sigma_{\mu} \Sigma_{\mu^{\prime}} \delta(K-\mu) \delta\left(K-\mu^{\prime}\right)|\mu\rangle\left\langle\mu^{\prime}\right| \\
& =\epsilon \int d K \Sigma_{\mu} \Sigma_{\mu^{\prime}} \delta_{\mu_{,} \mu^{\prime}}[\delta(K-\mu)]^{2}|\mu\rangle\left\langle\delta^{\prime}\right\rangle \tag{4.5}
\end{align*}
$$

since $\delta(K-\mu) \delta\left(K-\mu^{\prime}\right)=0$ if $\mu^{\prime} \neq \mu$. It has been shown by use of distribution theory ${ }^{2,3}$ that

$$
\begin{equation*}
[\delta(K-\mu)]^{2}=\epsilon^{\prime} \delta(K-\mu) \tag{4.6}
\end{equation*}
$$

where $\epsilon^{\prime}$ is a finite constant. Choose $\epsilon^{\prime}=\epsilon^{-1}$. Then, from (4.1),

$$
\begin{equation*}
U^{\dagger} U=\epsilon \epsilon^{\prime} \int d K \Sigma_{\mu} \delta(K-\mu)|\mu\rangle\langle\mu|=\Sigma_{\mu}|\mu\rangle\langle\mu|=1 \tag{4.7}
\end{equation*}
$$

On the other hand,

$$
\begin{align*}
U U^{\dagger} & =\epsilon \int d K \int d K^{\prime} \Sigma_{\mu} \delta(K-\mu) \delta\left(K^{\prime}-\mu\right)\left|K^{\prime}\right\rangle\langle K| \\
& =\epsilon \int d K|K\rangle \Sigma_{\mu} \delta(K-\mu)\langle K|=\epsilon \Sigma_{\mu} \delta(K-\mu) . \tag{4.8}
\end{align*}
$$

Accordingly, the transformation from the $K$ basis, where $K$ is a continuous spectrum on the entire real
axis, to the $\mu$ basis, where $\mu$ is a discrete spectrum of points on the real axis, is a canonical one-sided unitary transformation for which $U U^{\dagger}$ commutes with $k$ but not with $q$. It is characterized by the factor $\phi(K)$ which, according to (3.5) and (4.8), is

$$
\begin{equation*}
\phi(K)=\epsilon \Sigma_{\mu} \delta(K-\mu) \tag{4.9}
\end{equation*}
$$

Equations (4.5) and (4.7) are equivalent to

$$
\begin{align*}
& \epsilon \int d K \delta(K-\mu) \delta\left(K-\mu^{\prime}\right) \\
&=\delta_{\mu, \mu^{\prime}} \int d K[\delta(K-\mu)]^{2} \\
&=\delta_{\mu, \mu^{\prime}} \int d K \delta(K-\mu)=\delta_{\mu, \mu^{\prime}} \tag{4.10}
\end{align*}
$$

when $\mu$ and $\mu^{\prime}$ assume discrete values. The validity of this equation permits interpretation of the undetermined constant $\epsilon$ as arising from the indefinite limit of integration in the following equation:

$$
\begin{align*}
\epsilon \delta(K-\mu) & \delta\left(K-\mu^{\prime}\right) \\
& =\int d K \delta(K-\mu) \int_{\mu^{\prime}-\frac{1}{2} \epsilon}^{\mu^{\prime}+\frac{1}{2} \epsilon} d x \delta(K-x) \tag{4.11}
\end{align*}
$$

where $\epsilon$ lies in the range $0<\frac{1}{2} \epsilon<\left|\mu^{\prime}-\mu\right|$, for $\mu^{\prime} \neq \mu$. From (4.11)

$$
\begin{aligned}
\epsilon \int d K \delta(K-\mu) \delta(K & \left.-\mu^{\prime}\right) \\
& =\int d K \delta(K-\mu) \int_{\mu^{\prime}-\frac{1}{2} \epsilon}^{\mu^{\prime}+\frac{1}{2} \epsilon} d x \delta(K-x) \\
& =\int_{\mu^{\prime}-\frac{1}{2} \epsilon}^{\mu^{\prime}+\frac{1}{2} \epsilon} d x \delta(x-\mu)=\delta_{\mu^{\prime}, \mu}
\end{aligned}
$$

in agreement with (4.10), where $\epsilon$ is restricted by the smallest separation between points of the discrete spectrum. In the continuum, $\epsilon \rightarrow 0$ so that

$$
\begin{aligned}
\epsilon \int d K \delta(K-\mu) \delta(K & \left.-\mu^{\prime}\right) \\
& =\int_{\mu^{\prime}-\frac{1}{2} \epsilon}^{\mu^{\prime}+\frac{1}{2} \epsilon} d x \delta(x-\mu) \rightarrow \delta\left(\mu^{\prime}-\mu\right)
\end{aligned}
$$

In this limit, for all $K$,

$$
\begin{equation*}
\phi(K)=\epsilon \Sigma_{\mu} \delta(K-\mu) \rightarrow 1, \text { so that } U U^{\dagger} \rightarrow 1 \tag{4.12}
\end{equation*}
$$

the transformation becomes unitary.
Using the one-sided unitary operator $U$ defined by (4.3), define the kets $\langle S\rangle$ and $|R\rangle$, as in (2.11) and (2.13):

$$
\begin{align*}
|S\rangle & =U^{\dagger}|K\rangle_{\mathbf{K}=S}
\end{aligned}=\epsilon^{\frac{1}{2}} \Sigma_{\mu} \delta(S-\mu)|\mu\rangle, \quad \begin{aligned}
& |R\rangle=U^{\dagger}|Q\rangle_{\mathbf{Q}=\mathbf{R}}
\end{align*}=\epsilon^{\frac{1}{2}} \Sigma_{\mu} \exp (-2 \pi i \mu R)|\mu\rangle .
$$

The sets $\{|S\rangle\}$ and $\{|R\rangle\}$ are complete in accordance with the discussion in Sec. 3. From (3.10) and (3.12),

$$
\begin{align*}
\left\langle S^{\prime} \mid S\right\rangle & =\phi(S) \delta\left(S^{\prime}-S\right)=\epsilon \Sigma_{\mu} \delta(S-\mu) \delta\left(S-S^{\prime}\right) \\
\left\langle R^{\prime} \mid R\right\rangle & =\int d S \phi(S) \exp \left[2 \pi i S\left(R^{\prime}-R\right)\right] \\
& =\epsilon \Sigma_{\mu} \exp \left[2 \pi i \mu\left(R^{\prime}-R\right)\right] . \tag{4.14}
\end{align*}
$$

It may be noted that, in agreement with (4.10),

$$
\begin{align*}
\left\langle\mu^{\prime} \mid \mu\right\rangle & =\int d R\left\langle\mu^{\prime} \mid R\right\rangle\langle R \mid \mu\rangle \\
& =\epsilon \int d R \exp \left[2 \pi i R\left(\mu-\mu^{\prime}\right)\right]=\delta_{\mu, \mu^{\prime}} . \tag{4.15}
\end{align*}
$$

The Hermitian operators $r$ and $s$ become

$$
\begin{align*}
& r=\int d R|R\rangle R\langle R| \\
& =\epsilon \Sigma_{\mu} \Sigma_{\mu^{\prime}} \int d R R \exp \left[2 \pi i R\left(\mu^{\prime}-\mu\right)\right]|\mu\rangle\left\langle\mu^{\prime}\right|,  \tag{4.16}\\
& \\
& \qquad=\int d S|S\rangle S\langle S| \\
& =\epsilon \Sigma_{\mu} \Sigma_{\mu^{\prime}} \int d S S \delta(S-\mu) \delta\left(S-\mu^{\prime}\right)|\mu\rangle\left\langle\mu^{\prime}\right|  \tag{4.17}\\
& =\Sigma_{\mu}|\mu\rangle \mu\langle\mu| .
\end{align*}
$$

The operator $s$ has the discrete spectrum $\mu$, but also has the spectrum $S$ which is defined on the entire real axis:

$$
\begin{align*}
s|\mu\rangle & =\Sigma_{\mu^{\prime}}\left|\mu^{\prime}\right\rangle \mu^{\prime}\left\langle\mu^{\prime} \mid \mu\right\rangle=\mu|\mu\rangle,  \tag{4.18}\\
s|S\rangle & =\epsilon^{\frac{1}{2}} \Sigma_{\mu} \delta(S-\mu) s|\mu\rangle \\
& =\epsilon^{\frac{1}{2}} \sum_{\mu} \delta(S-\mu) \mu|\mu\rangle \\
& =\epsilon^{\frac{1}{2}} \Sigma_{\mu} \delta(S-\mu) S|\mu\rangle=S|S\rangle . \tag{4.19}
\end{align*}
$$

For every Hermitian operator $s$ which has an orthonormal set of eigenkets $|\mu\rangle$ belonging to a discrete spectrum of eigenvalues $\mu$, a complete set of eigenkets $|S\rangle$ can be constructed which is defined for every eigenvalue $S$ on the real axis. However, the kets $|S\rangle$ are not normalized to a delta function but are normalized according to (4.14); the norm of $|S\rangle$ vanishes unless $S$ is one of the discrete points of $\{\mu\}$; only when $\phi(S)=1$ for all $S$ is the normalization to a delta function for all $S$.
The operators $r$ and $s$ in (4.16) and (4.17) are canonically conjugate with $[s, r]=(2 \pi i)^{-1} 1$. The kets $|R\rangle$ and $|S\rangle$ are Fourier transforms in accordance with (3.17) for the one-dimensional case. From (3.22) and (3.26) the unitary operator $\exp (2 \pi i \beta s)$ is a displacement operator, but $\exp (2 \pi i \beta r)$ is not. The displacement operator for the set $\{|S\rangle\}$ is $v^{\dagger}(\beta)$, which is
defined in (3.29); (3.30) becomes

$$
\begin{align*}
v^{\dagger}(\beta)|S\rangle & =\phi(S)|S+\beta\rangle=\epsilon \Sigma_{\mu} \delta(S-\mu)|S+\beta\rangle \\
& =\epsilon^{\frac{3}{2} \Sigma_{\mu} \Sigma_{\mu^{\prime}} \cdot \delta(S-\mu) \delta\left(S+\beta-\mu^{\prime}\right)\left|\mu^{\prime}\right\rangle} \\
& =\epsilon^{\frac{1}{2}} \Sigma_{\mu} \Sigma_{\mu^{\prime}} \delta_{\mu^{\prime} \cdot \mu+\beta} \delta\left(S+\beta-\mu^{\prime}\right)\left|\mu^{\prime}\right\rangle . \quad(4.2 \tag{4.20}
\end{align*}
$$

The displacement operator $v^{\dagger}(\beta)$ can also be applied to a ket $|\mu\rangle$ of the discrete spectrum:

$$
\begin{equation*}
v^{\dagger}(\beta)|\mu\rangle=\int d S v^{\dagger}(\beta)|S\rangle\langle S \mid \mu\rangle=\Sigma_{\mu^{\prime}, \delta_{\mu^{\prime}, \mu+\beta}}\left|\mu^{\prime}\right\rangle \tag{4.21}
\end{equation*}
$$

which equals $|\mu+\beta\rangle$ if $\mu+\beta$ belongs to the set $\{\mu\}$ and vanishes otherwise.

The question arises whether the eigenvalues of $s$ in the spectrum $S$ are measurable. The answer is negative unless $S$ is one of the points in the discrete set $\mu$. Let $\rho(s)$ be a density operator which commutes with $s$ so that it represents a mixture of eigenstates of $s$. Since $\rho(s)$ is diagonal both in the $S$ representation and in the $\mu$ representation,

$$
\begin{equation*}
\rho(s)=\int d S|S\rangle \rho(S)\langle S|=\Sigma_{\mu}|\mu\rangle \rho(\mu)\langle\mu|, \tag{4.22}
\end{equation*}
$$

where $\rho(S)$ and $\rho(\mu)$ must be nonnegative. Now,

$$
\begin{align*}
\operatorname{Tr} \rho(s) & =\int d S \rho(S) \operatorname{Tr}|S\rangle\langle S|=\int d S \rho(S) \phi(S) \\
& =\epsilon \int d S \rho(S) \Sigma_{\mu} \delta(S-\mu)  \tag{4.23}\\
\operatorname{Tr} \rho(s) & =\Sigma_{\mu} \rho(\mu) \tag{4.24}
\end{align*}
$$

In order to satisfy the normalization condition

$$
\begin{equation*}
\operatorname{Tr} \rho(s)=1 \tag{4.25}
\end{equation*}
$$

for both (4.23) and (4.24), it is necessary that

$$
\begin{equation*}
\rho(S)=\Sigma_{\mu} \delta(S-\mu) \rho(\mu) \tag{4.26}
\end{equation*}
$$

The expectation of $s$ in the state specified by $\rho(s)$ is, accordingly,

$$
\begin{align*}
\operatorname{Tr}[s \rho(S)] & =\int d S \rho(S) \operatorname{Tr}[s|S\rangle\langle S|] \\
& =\int d S S \rho(S) \phi(S) \\
& =\Sigma_{\mu} \mu \rho(\mu) . \tag{4.27}
\end{align*}
$$

The probability density $\rho(S)$ vanishes for $S \neq \mu$; only the eigenvalues $\mu$ of the discrete spectrum are measurable in the state $\rho(s)$ with probability weights $\rho(\mu)$.
If the one-dimensional basis of (4.1), in addition to the discrete set of kets $\{|\mu\rangle\}$, has a continuous range of kets $\{|\nu\rangle\}$ in the interval $\alpha<\eta<\beta$, then, in place of
(4.1), the completeness condition becomes

$$
\begin{equation*}
\Sigma_{\mu}|\mu\rangle\langle\mu|+\int_{\alpha}^{\beta} d v|v\rangle\langle v|=1 \tag{4.28}
\end{equation*}
$$

with orthogonality conditions

$$
\begin{equation*}
\left\langle\mu^{\prime} \mid \mu\right\rangle=\delta_{\mu^{\prime}, \mu}, \quad\langle v \mid \mu\rangle=0, \quad\left\langle v^{\prime} \mid \nu\right\rangle=\delta\left(v^{\prime}-v\right) \tag{4.29}
\end{equation*}
$$

(Several continuous ranges could occur, but we illustrate the method by allowing only one.) The transformation operator $U$ is defined, as in (4.2), by

$$
\begin{align*}
U^{\dagger}|K\rangle=\epsilon^{\frac{1}{2}} \Sigma_{\mu} \delta( & K-\mu)|\mu\rangle \\
& +\int d v \theta(v ; \alpha, \beta) \delta(K-v)|v\rangle \tag{4.30}
\end{align*}
$$

where $\theta(v ; \alpha, \beta)$ is a step function equal to unity for $\alpha<\nu<\beta$, vanishing for $v<\alpha$ or $\nu>\beta$. Again, $\epsilon$ is chosen so that $U^{\dagger} U=1$, i.e.,

$$
\begin{align*}
U^{\dagger} U= & \int d K\left\{\epsilon^{\frac{1}{2}} \Sigma_{\mu} \delta(K-\mu)|\mu\rangle\right. \\
& \left.+\int d v \theta(v ; \alpha, \beta) \delta\left(K^{\prime}-v\right)|v\rangle\right\} \\
& \times\left\{\epsilon^{\frac{1}{2}} \Sigma_{\mu^{\prime}} \delta\left(K-\mu^{\prime}\right)\left\langle\mu^{\prime}\right|\right. \\
& \left.+\int d v^{\prime} \theta\left(v^{\prime} ; \alpha, \beta\right) \delta\left(K-v^{\prime}\right)\left\langle v^{\prime}\right|\right\} \\
= & \Sigma_{\mu}|\mu\rangle\langle\mu|+\int d \nu \theta(v ; \alpha, \beta)|\nu\rangle\langle\nu|=\mathbf{1} \tag{4.31}
\end{align*}
$$

when $\epsilon$ is specified as in (4.7) so that (4.10) is valid. But

$$
\begin{align*}
U U^{\dagger}= & \int d K|K\rangle\left\{\epsilon \Sigma_{\mu} \delta(K-\mu)\right. \\
& \left.+\int d v \theta(v ; \alpha, \beta) \delta(K-v)\right\}\langle K| \\
= & \epsilon \Sigma_{\mu} \delta(k-\mu)+\int d v \theta(v ; \alpha, \beta) \delta(k-v) \tag{4.32}
\end{align*}
$$

Again, $U$ is a one-sided unitary operator, and $U U^{\dagger}$ commutes with $k$.

$$
\begin{equation*}
\phi(K)=\epsilon \Sigma_{\mu} \delta(K-\mu)+\theta(K ; \alpha, \beta) \tag{4.33}
\end{equation*}
$$

Using the operator $U$ defined by (4.30), define the kets $|S\rangle$ and $|R\rangle$ as

$$
\begin{align*}
& |S\rangle=U^{\dagger}|K\rangle_{K=S}=\epsilon^{\frac{1}{2}} \Sigma_{\mu} \delta(S-\mu)|\mu\rangle \\
& \quad+\int d v \theta(\nu ; \alpha, \beta) \delta(S-v)|v\rangle \\
& |R\rangle=U^{\dagger}|Q\rangle_{Q=R}=\epsilon^{\frac{1}{2}} \Sigma_{\mu} \exp (-2 \pi i \mu R)|\mu\rangle \\
&  \tag{4.34}\\
& \quad+\int d \nu \theta(v ; \alpha, \beta) \exp (-2 \pi i v R)|\nu\rangle
\end{align*}
$$

for every real value of $S$ and $R .\{|S\rangle\}$ and $\{|R\rangle\}$ are complete sets. The operators $r, s$ defined according to (2.7) are canonical for the one-dimensional case. The operator $s$ has the set of eigenkets $\{|\mu\rangle,|\nu\rangle\}$ of (4.28), i.e.,

$$
\begin{equation*}
s|\mu\rangle=\mu|\mu\rangle, \quad s|v\rangle=v|\nu\rangle \tag{4.35}
\end{equation*}
$$

but also the set $\{|S\rangle\}$,

$$
\begin{equation*}
s|S\rangle=S|S\rangle \tag{4.36}
\end{equation*}
$$

just as in (4.18) and (4.19). If $\phi(S)=1$ for all $S$, then $U U^{\dagger}=1$ so that $U$ is unitary. Equation (4.33) shows that $\phi(S)=1$ when $S$ is in the range $\alpha<S<\beta$ of the continuous spectrum. In the general case of several continuous ranges, additional terms like $\theta(K ; \alpha, \beta)$ would appear in (4.33), one for each continuous range. $U$ is unitary when the continuous range extends over the entire real domain.

From the discussion of this section a general prescription can be given for obtaining canonically conjugate operators for one-dimensional systems. If, for any quantum observable, the solution of its eigenvalue problem yields the set of orthonormal eigenvectors $\{|\mu\rangle,|v\rangle\}$, or if a basis of such vectors is given as in (4.28) and (4.29), construct the set $\{|S\rangle\}$ according to (4.34). The set $\{|R\rangle\}$ can be obtained by Fourier inversion according to (3.18). The canonical operators $r$ and $s$ are then defined by

$$
r=\int d R|R\rangle R\langle R|, \quad s=\int d S|S\rangle S\langle S| .
$$

The properties of these operators are determined by $\phi(S)$ as in (4.33).

## 5. GENERALIZATION TO HIGHER DIMENSIONS

The number of dimensions of a system is the number of operators required to constitute a complete commuting set. The concept of a complete commuting set of observables has been discussed by Dirac. ${ }^{1}$ To each set of eigenvalues $\left\{Q_{1}, Q_{2}, \cdots, Q_{f}\right\}=\mathbf{Q}$ of the complete commuting set $\left\{q_{1}, q_{2}, \cdots, q_{f}\right\}=\mathbf{q}$ corresponds one and only one eigenvector $\left|Q_{1}, Q_{2}, \cdots, Q_{f}\right\rangle=$ $|Q\rangle$. The dimensionality of the system is $f$. In (2.1) and (2.2) the vectors $\mathbf{Q}$ and $\mathbf{K}$ locate points in an $f$ dimensional configuration space and an $f$-dimensional momentum space, respectively; the pair ( $\mathbf{Q}, \mathbf{K}$ ) specifies a point in the $2 f$-dimensional phase space. The transformations (2.7) when $U$ is unitary do not affect the dimensionality of the space. The operators $\mathbf{r}$ and $\mathbf{s}$ have $f$ components, and for each value of $\mathbf{R}$ and S the eigenvectors $|\mathbf{R}\rangle=\left|R_{1}, R_{2}, \cdots, R_{f}\right\rangle$ and $|S\rangle=\left|S_{1}, S_{2}, \cdots, S_{f}\right\rangle$ are simultaneous eigenvectors for the $f$ components of $r$ and $s$, respectively. But the
spectra of $\mathbf{r}$ and $\mathbf{s}$ when $U$ is unitary are continuous with delta-function normalization on the entire real domain of $\mathbf{R}$ and $\mathbf{S}$. Noncontinuous (discrete) spectra of $\mathbf{s}$ (or $\mathbf{r}$ ) require $U$ to be one-sided unitary, with $U^{\dagger} U=1$ and $U U^{\dagger}$ commuting with $\mathbf{k}$ (or $\mathbf{q}$ ). In this case the $f$ components of $s$ are a complete commuting set of observables, with simultaneous eigenvectors $|\mathbf{S}\rangle$ (not, however, normalized to a delta function for all S), but the $f$ components of $\mathbf{r}=U^{\dagger} \mathbf{q} U$ do not commute with each other and $|\mathbf{R}\rangle=U^{\dagger}|\mathbf{Q}\rangle$ is not their eigenvector.

The generalization to higher dimensions of the discussion in Sec. 4 of the one-dimensional case with noncontinuous spectrum is straightforward, though notationally involved. Consider an $f$-dimensional basis vector $\left|M_{1}, M_{2}, \cdots, M_{f}\right\rangle$. Each parameter $M_{i}$ may assume discrete or continuous values. For simplicity allow only one continuous range for each $M_{i}$. Then, with the notation $M_{i}=\mu_{i}$ when $\mu_{i}$ is discrete and $M_{i}=\nu_{i}$ when $\nu_{i}$ is in the continuous range $\alpha_{i}<\nu_{i}<\beta_{i}$, there are $f^{2}$ kinds of kets $\mid M_{1}, \cdots$, $\left.M_{f}\right\rangle$, since each $M_{i}$ can be a $\mu_{i}$ or a $\nu_{i}$. Take the case $f=2$; the four kets are $\left\langle\mu_{1}, \mu_{2}\right\rangle,\left|\mu_{1}, v_{2}\right\rangle,\left|\nu_{1}, \mu_{2}\right\rangle$, $\left|\nu_{1}, v_{2}\right\rangle$. These kets are complete and orthonormal:

$$
\begin{align*}
& \Sigma_{\mu_{1}} \Sigma_{\mu_{2}}\left|\mu_{1}, \mu_{2}\right\rangle\left(\mu_{1}, \mu_{2} \mid\right. \\
&+\Sigma_{\mu_{1}} \int d v_{2}\left|\mu_{1}, v_{2}\right\rangle\left\langle\mu_{1}, v_{2}\right| \\
&+\Sigma_{\mu_{2}} \int d v_{1}\left|v_{1}, \mu_{2}\right\rangle\left\langle v_{1}, \mu_{2}\right| \\
&+\int d v_{1} \int d v_{2}\left|v_{1}, v_{2}\right\rangle\left\langle v_{1}, v_{2}\right|=\mathbf{1},  \tag{5.1}\\
&\left\langle\mu_{1}^{\prime}, \mu_{2}^{\prime} \mid \mu_{1}, \mu_{2}\right\rangle=\delta_{\mu_{1}^{\prime}, \mu_{1}} \delta_{\mu_{2}^{\prime}, \mu_{2}}, \\
&\left\langle v_{1}^{\prime}, v_{2}^{\prime} \mid v_{1}, v_{2}\right\rangle=\delta\left(v_{1}^{\prime}-v_{1}\right) \delta\left(v_{2}^{\prime}-v_{2}\right), \\
&\left\langle\mu_{1}^{\prime}, v_{2}^{\prime} \mid \mu_{1}, v_{2}\right\rangle=\delta_{\mu_{1}^{\prime}, \mu_{1}} \delta\left(v_{2}^{\prime}-v_{2}\right),  \tag{5.2}\\
&\left\langle v_{1}^{\prime}, \mu_{2}^{\prime} \mid v_{1}, \mu_{2}\right\rangle=\delta\left(v_{1}^{\prime}-v_{1}\right) \delta_{\mu_{2}^{\prime}, \mu_{2}} .
\end{align*}
$$

Scalar products of all other combinations vanish.
For the case $f=2$, construct the ket $\left|S_{1}, S_{2}\right\rangle$
defined for all real values of $S_{1}, S_{2}$ as

$$
\begin{align*}
\left|S_{1}, S_{2}\right\rangle= & \epsilon \Sigma_{\mu_{1}} \Sigma_{\mu_{2}} \delta\left(S_{1}-\mu_{1}\right) \delta\left(S_{2}-\mu_{2}\right)\left|\mu_{1}, \mu_{2}\right\rangle \\
& +\epsilon^{\frac{1}{2}} \Sigma_{\mu_{1}} \int d v_{2} \theta\left(v_{2} ; \alpha_{2}, \beta_{2}\right) \\
& \times \delta\left(S_{1}-\mu_{1}\right) \delta\left(S_{2}-v_{2}\right)\left|\mu_{1}, v_{2}\right\rangle \\
& +\epsilon^{\frac{1}{2}} \Sigma_{\mu_{2}} \int d v_{1} \theta\left(v_{1} ; \alpha_{1}, \beta_{1}\right) \\
& \times \delta\left(S_{1}-v_{1}\right) \delta\left(S_{2}-v_{2}\right)\left|v_{1}, \mu_{2}\right\rangle \\
& +\int d v_{1} \int d v_{2} \theta\left(v_{1} ; \alpha_{1}, \beta_{1}\right) \theta\left(v_{2} ; \alpha_{2}, \beta_{2}\right) \\
& \times \delta\left(S_{1}-v_{1}\right) \delta\left(S_{2}-v_{2}\right)\left|v_{1}, v_{2}\right\rangle . \tag{5.3}
\end{align*}
$$

The analogous ket $\left|S_{1}, \cdots, S_{f}\right\rangle$ would have $f^{2}$ terms on the right-hand side. The transformation operator $U$ is given by

$$
\begin{equation*}
\left|S_{1}, \cdots, S_{f}\right\rangle=|\mathbf{S}\rangle=U^{\dagger}|\mathbf{K}\rangle_{\mathbf{K}=\mathbf{S}} \tag{5.4}
\end{equation*}
$$

This is the generalization of (4.34). Again $\epsilon$ is chosen according to (4.7) and (4.10) so that

$$
\begin{equation*}
U^{\dagger} U=\int d \mathbf{S}|\mathbf{S}\rangle\langle\mathbf{S}|=\mathbf{1} \tag{5.5}
\end{equation*}
$$

But $U U^{\dagger}$ is an operator which commutes with $\mathbf{k}$. The important point is that $U$ is a one-sided unitary operator of the type considered in Sec. 3. Only if the basis $\left|M_{1}, M_{2}, \cdots, M_{f}\right\rangle$ is continuous with delta-function normalization over the whole real domain of $\left\{M_{1}\right.$, $\left.M_{2}, \cdots, M_{f}\right\}$ is $U$ unitary. The Hermitian operators $\mathbf{r}, \mathbf{s}$ defined by (2.7) satisfy the commutation relations on their components:

$$
\left[s_{m}, r_{n}\right]=(2 \pi i)^{-1} \delta_{m, n} \mathbf{1}, \quad\left[s_{m}, s_{n}\right]=0
$$

but, in general, $\left[r_{m}, r_{n}\right] \neq 0$ for $m \neq n$. The kets $|\mathbf{S}\rangle$ in (5.4) are simultaneous eigenkets for the $f$ components of s , as are the kets $\left|M_{1}, M_{2}, \cdots, M_{f}\right\rangle$. When the $M$ basis is not continuous, $\left\{\left|M_{1}, \cdots, M_{f}\right\rangle\right\}$ is a set of eigenvectors for an observable $s$, but that observable cannot be generated by unitary transformation of coordinate and momentum operators.
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#### Abstract

Angle and action operators ( $w, i$ ) for the simple harmonic oscillator are treated as resulting from a canonical transformation of coordinate and momentum operators ( $q, k$ ) generated by a one-sided unitary operator $U$ such that $U^{\dagger} U=1$ and $U U^{\dagger}$ commutes with $k$ but not with $q$. From the discrete spectrum of the number operator $n$, eigenvectors $|\eta\rangle$ are constructed for every real value of $\eta$; the set $\{|\eta\rangle\}$ is complete and orthogonal. Another complete set $\{|W\rangle\}$ is obtained, consisting of the Fourier transforms of the kets in the set $\{|\eta\rangle\}$. The angle operator is $w=U^{\dagger} q U=\int d W|W\rangle W\langle W|$. The set $\{|W\rangle\}$ is not orthogonal; $|W\rangle$ is not an eigenvector of $w$. If $v$ is defined as $\int d W|W\rangle \exp (-2 \pi i W)\langle W|$, then the creation and destruction operators are given by $a=v n^{\frac{7}{7}}, a^{\dagger}=n^{\frac{1}{2}} v^{\dagger} . v$ is a one-sided unitary operator such that $v v^{\dagger}=1$, but $v^{\dagger} v=1-|0\rangle\langle 0|$, where $|0\rangle$ is the ground state of the oscillator; $v$ and $v^{\dagger}$ are similar to the operators $E_{-}$and $E_{+}$of Carruthers and Nieto. The Weyl transforms of $w$ and $j=2 \pi h\left(n+\frac{1}{2} 1\right)$ are the classical angle and action variables of the oscillator. The Weyl transform is formulated in terms of the coherent states of the oscillator. A time operator canonical to the Hamiltonian is defined as $t=2 \pi \omega / \omega$ ( $\omega / 2 \pi=$ frequency). The observables for the oscillator are also given in the Heisenberg picture and their classical limits are considered.


## 1. INTRODUCTION

In the preceding paper, ${ }^{1}$ it is shown that quantum observables, with spectra which are not continuous over the entire real domain, are generated by one-sided unitary transformation of the Cartesian coordinate or momentum operators. For one-dimensional systems such transformations are canonical. In this paper, the formalism is applied to the case of the simple harmonic oscillator. In addition to providing an example of the formalism, the problem of the oscillator is of interest in itself. Susskind and Glogower ${ }^{2}$ have shown that the expression for the destruction operator $a$, as given by Dirac, ${ }^{3}$ in terms of the Hermitian angle operator $w$ and number operator $n$, in the form

$$
\begin{equation*}
a=v n^{\frac{1}{2}} \tag{1.1}
\end{equation*}
$$

with

$$
\begin{equation*}
v=\exp (-2 \pi i w) \tag{1.2}
\end{equation*}
$$

cannot be correct. It can be shown that $v$ in (1.1) annihilates the ground state of the oscillator so that

$$
\begin{equation*}
\langle 0| v^{\dagger} v|0\rangle=0, \tag{1.3}
\end{equation*}
$$

where $|0\rangle$ represents the ground state, in contradiction to the unitarity of $v$ in (1.2). A review of angle variables in quantum mechanics by Carruthers and Nieto has recently appeared ${ }^{4}$ in which problems associated with

[^4]the oscillator are considered. Susskind and Glogower deny the existence of an angle operator for the oscillator. Carruthers and Nieto develop properties of operators $C$ and $S$ which are Hermitian analogs of the classical functions $\cos \phi$ and $\sin \phi$ of the angle variable.

Basically, the difficulties of the oscillator problem stem from the discreteness of the spectrum of the Hamiltonian and number operators. Because of this discreteness, the operator $U$ which generates the canonical transformation to the Hermitian angle and number operators ( $w, n$ ) from the coordinate and momentum operators $(q, k)$ according to

$$
\begin{equation*}
w=U^{\dagger} q U, \quad n=U^{\dagger} k U \tag{1.4}
\end{equation*}
$$

is a one-sided unitary operator such that $U U^{\dagger}$ commutes with $k$ but not with $q .{ }^{1}$ The operator $w$ is Hermitian and can be written in diagonal form in the complete set of kets $\{|W\rangle\}$ :

$$
\begin{equation*}
w=\int d W|W\rangle W\langle W| . \tag{1.5}
\end{equation*}
$$

However, $|W\rangle$ is not an eigenket of $w$. The set $\{|W\rangle\}$ is not orthogonal. Properties of $n$ and $w$ and their spectra are considered in Sec. 2.

In Sec. 3, the displacement operator for the spectra of $w$ and $n$ are considered. In particular, the lowering operator for the spectrum of $n$ is

$$
\begin{equation*}
v=\int d W|W\rangle \exp (-2 \pi i W)\langle W| \tag{1.6}
\end{equation*}
$$

If $|N\rangle$ is an eigenket of the discrete spectrum of $n$,
then it is shown that

$$
\begin{array}{r}
v^{\dagger}|N\rangle=|N+1\rangle ; \quad v|N\rangle=|N-1\rangle \text { for } \quad N>0 \\
v|0\rangle=0 .
\end{array}
$$

But $v$ is not unitary. Since

$$
\begin{equation*}
v v^{\dagger}=1, \quad \text { but } \quad v^{\dagger} v=\sum_{N=1}^{\infty}|N\rangle\langle N| \tag{1.8}
\end{equation*}
$$

$v$ and $v^{\dagger}$ are similar to the operators $E_{-}$and $E_{+}$, respectively, given in Sec. 5 of the Carruthers and Nieto paper. ${ }^{4}$ In fact, from (3.16) shown below, it follows that the choices

$$
\begin{equation*}
C=\frac{1}{2}\left(v+v^{\dagger}\right), \quad S=\frac{1}{2 i}\left(v-v^{\dagger}\right) \tag{1.9}
\end{equation*}
$$

satisfy the commutation relation

$$
\begin{equation*}
[C, n]=i S, \quad[S, n]=-i C \tag{1.10}
\end{equation*}
$$

from which the properties of the operators $C$ and $S$ are developed.

The expression for $v$ in (1.6) rather than that in (1.2) is correct. It is shown in Sec. 4 that with $v$ given by (1.6), the creation and destruction operators $\left(a^{\dagger}, a\right)$ are

$$
\begin{equation*}
a=v n^{\frac{1}{2}}, \quad a^{\dagger}=n^{\frac{1}{2}} v^{\dagger} . \tag{1.11}
\end{equation*}
$$

The relationship of the operators of the oscillator to the classical dynamical variables is examined in Sec. 5. The Weyl transforms ${ }^{5}$ of the operators $j=$ $2 \pi \hbar\left(n+\frac{1}{2}\right)$ and $w$ are the classical action and angle variables, respectively. A formulation of the Weyl transform in terms of the coherent states of the oscillator ${ }^{6}$ is also given in Sec. 5.

In Sec. 6, a time operator for the oscillator is defined as $t=2 \pi \omega / \omega$, where $\omega / 2 \pi$ is the frequency. It is the operator canonically conjugate to the Hamiltonian. Expressions in the Heisenberg picture are given for $w$ and $t$. The Weyl transform of the Heisenberg time operator is the same as the physical time measured by the increase in phase of the oscillator. It is an internal property of the oscillator. ${ }^{7}$

## 2. NUMBER AND PHASE (ACTION AND ANGLE) OPERATORS

The Hamiltonian for a simple harmonic oscillator, with coordinate $q$ and momentum $p=2 \pi \hbar k$, is

$$
\begin{equation*}
H=p^{2} / 2 m+\frac{1}{2} m \omega^{2} q^{2}, \tag{2.1}
\end{equation*}
$$

[^5]$m=$ mass, $\omega / 2 \pi=$ frequency. It can also be written
\[

$$
\begin{equation*}
H=\hbar \omega\left(n+\frac{1}{2} 1\right)=j \omega / 2 \pi \tag{2.2}
\end{equation*}
$$

\]

where $n$ is the number operator and $j$ is the action operator. The angle or phase operator $w$ canonically conjugate to $j$ and $2 \pi \hbar n$ must satisfy the commutation relation

$$
\begin{equation*}
[w, j]=i \hbar 1 \quad \text { or } \quad[w, n]=i 1 / 2 \pi \tag{2.3}
\end{equation*}
$$

The eigenvalue problem for $n$,

$$
\begin{equation*}
n|N\rangle=N|N\rangle, \tag{2.4}
\end{equation*}
$$

has a solution with a discrete spectrum,

$$
\begin{equation*}
|N\rangle=\left(b / \pi^{\frac{1}{2}} 2^{N} N!\right)^{\frac{1}{2}} \int d Q h_{N}(b Q) \exp \left(-\frac{1}{2} b^{2} Q^{2}\right)|Q\rangle \tag{2.5}
\end{equation*}
$$

for integral $N=0,1,2, \cdots$. The kets $|Q\rangle$ are eigenvectors of the position operator $q ; b=(m \omega / \hbar)^{\frac{1}{2}}$ is a constant with dimensions (length) ${ }^{-1}$, and $h_{N}$ is the Hermite polynomial of order $N$. The $N$-basis is complete and orthonormal with Kronecker-delta normalization:

$$
\begin{equation*}
\Sigma_{N}|N\rangle\langle N|=1, \quad\left\langle N^{\prime} \mid N\right\rangle=\delta_{N^{\prime}, N} \tag{2.6}
\end{equation*}
$$

Construct the ket

$$
\begin{equation*}
|\eta\rangle=\epsilon^{\frac{1}{2}} \Sigma_{N} \delta(\eta-N)|N\rangle \tag{2.7}
\end{equation*}
$$

for every real number $\eta$. Then

$$
\begin{equation*}
n|\eta\rangle=\epsilon^{\frac{1}{2}} \Sigma_{N} \delta(\eta-N) N|N\rangle=\eta|\eta\rangle, \tag{2.8}
\end{equation*}
$$

so that $|\eta\rangle$ is an eigenket of $n$ belonging to the eigenvalue $\eta$. The constant $\epsilon$ is determined by the requirement that the set $\{|\eta\rangle\}$ be complete:

$$
\begin{align*}
& \int_{-\infty}^{\infty} d \eta|\eta\rangle\langle\eta| \\
& \quad=\int_{-\infty}^{\infty} d \eta \in \Sigma_{N^{\prime}} \Sigma_{N^{\prime}} \delta(\eta-N) \delta\left(\eta-N^{\prime}\right)|N\rangle\left\langle N^{\prime}\right\rangle \tag{2.9}
\end{align*}
$$

But $\epsilon$ can be chosen so that ${ }^{1}$

$$
\begin{align*}
\epsilon \delta(\eta-N) \delta\left(\eta-N^{\prime}\right) & =\epsilon \delta_{N^{\prime} . N}|\delta(\eta-N)|^{2} \\
& =\delta_{N^{\prime}, N} \delta(\eta-N) . \tag{2.10}
\end{align*}
$$

Accordingly,

$$
\begin{equation*}
\int_{-\infty}^{\infty} d \eta|\eta\rangle\langle\eta|=1 . \tag{2.11}
\end{equation*}
$$

On the other hand, the set $\{|\eta\rangle\}$ is not normalized to a delta function, since

$$
\begin{align*}
\left\langle\eta^{\prime} \mid \eta\right\rangle & =\epsilon \Sigma_{N} \delta\left(\eta^{\prime}-N\right) \delta(\eta-N) \\
& =\delta\left(\eta^{\prime}-\eta\right) \epsilon \Sigma_{N} \delta(\eta-N) . \tag{2.12}
\end{align*}
$$

The norm of $|\eta\rangle$ vanishes unless $\eta$ is a point in the discrete set $\{0,1,2, \cdots\}$. The ket $|\eta\rangle$ is obtained by one-sided unitary transformation of $|K\rangle$, the eigenket of momentum operator $k=p / 2 \pi \hbar$. The transformation operator $U$ is defined by

$$
\begin{gather*}
|\eta\rangle=U^{\dagger}|K\rangle_{K=\eta},  \tag{2.13}\\
U^{\dagger}|K\rangle=\epsilon^{\frac{1}{2}} \Sigma_{N} \delta(K-N)|N\rangle, \\
U^{\dagger}=\epsilon^{\frac{1}{2}} \int_{-\infty}^{\infty} d K \Sigma_{N} \delta(K-N)|N\rangle\langle K|, \tag{2.14}
\end{gather*}
$$

so that

$$
\begin{equation*}
U^{\dagger} U=1, \quad U U^{\dagger}=\int_{-\infty}^{\infty} d K|K\rangle \epsilon \Sigma_{N} \delta(K-N)\langle K| \tag{2.15}
\end{equation*}
$$

$U U^{\dagger}$ commutes with $k$, so that

$$
\begin{equation*}
U U^{\dagger}|K\rangle=\phi(K)|K\rangle \tag{2.16}
\end{equation*}
$$

Accordingly, $|K\rangle$ is an eigenket of the Hermitian operator $U U^{\dagger}$ belonging to the eigenvalue

$$
\begin{equation*}
\phi(K)=\epsilon \Sigma_{N} \delta(K-N) . \tag{2.17}
\end{equation*}
$$

From (2.12),

$$
\begin{align*}
|\eta\rangle & =\int_{-\infty}^{\infty} d \eta^{\prime} \delta\left(\eta^{\prime}-\eta\right) \epsilon \Sigma_{N} \delta(\eta-N)\left|\eta^{\prime}\right\rangle \\
& =\epsilon \Sigma_{N} \delta(\eta-N)|\eta\rangle=\phi(\eta)|\eta\rangle \tag{2.18}
\end{align*}
$$

The ket $|W\rangle$ is defined, for all values of the real number $W$, as

$$
\begin{equation*}
|W\rangle=U^{\dagger}|Q\rangle_{Q=W} . \tag{2.19}
\end{equation*}
$$

According to (2.13), (2.16), and (2.17),

$$
\begin{align*}
\langle W \mid \eta\rangle & =\left\langle\left. Q\right|_{Q=W} U U^{\dagger} \mid K\right\rangle_{K=\eta}=\phi(\eta)\left\langle\left. Q\right|_{Q=W} K\right\rangle_{K=\eta} \\
& =\epsilon \Sigma_{N} \delta(\eta-N) \exp (2 \pi i W \eta), \tag{2.20}
\end{align*}
$$

since $\langle Q \mid K\rangle=\exp (2 \pi i Q K)$. From (2.18), $|W\rangle$ is the Fourier transform of $|\eta\rangle$ :

$$
\begin{align*}
|W\rangle & =\int d \eta|\eta\rangle\langle\eta \mid W\rangle=\int d \eta|\eta\rangle \phi(\eta) \exp (-2 \pi i W \eta) \\
& =\int d \eta|\eta\rangle \exp (-2 \pi i W \eta) \tag{2.21}
\end{align*}
$$

In the discrete $N$-representation, the ket $|W\rangle$ becomes

$$
\begin{equation*}
|W\rangle=\epsilon^{\frac{1}{2}} \Sigma_{N}|N\rangle \exp (-2 \pi i N W) . \tag{2.22}
\end{equation*}
$$

It is periodic with period one in $W$. The set $\{|W\rangle\}$ is complete; from (2.10),

$$
\begin{align*}
\int_{-\infty}^{\infty} d W & |W\rangle\langle W| \\
& =\epsilon \int d W \Sigma_{N} \Sigma_{N^{\prime}} \cdot \exp \left[2 \pi i W\left(N^{\prime}-N\right)\right]|N\rangle\left\langle N^{\prime}\right| \\
& =\Sigma_{N}|N\rangle\langle N|=\mathbf{1} . \tag{2.23}
\end{align*}
$$

On the other hand, $\{|W\rangle\}$ is not orthogonal, and

$$
\begin{equation*}
\left\langle W^{\prime} \mid W\right\rangle=\epsilon \Sigma_{N} \exp \left[2 \pi i N\left(W^{\prime}-W\right)\right] \tag{2.24}
\end{equation*}
$$

The angle operator $w$ is diagonal in $\{|W\rangle\}$. It is defined as

$$
\begin{equation*}
w=\int_{-\infty}^{\infty} d W|W\rangle W\langle W| . \tag{1.5'}
\end{equation*}
$$

From (2.8) and (2.13), we have

$$
\begin{align*}
n & =\int_{-\infty}^{\infty} d \eta|\eta\rangle \eta\langle\eta| \\
& =U^{\dagger} \int_{-\infty}^{\infty} d \eta|K\rangle_{K=\eta} \eta\left\langle\left. K\right|_{K=\eta} U=U^{\dagger} k U\right. \tag{2.25}
\end{align*}
$$

and similarly from (1.5') and (2.19),
$w=U^{\dagger} \int_{-\infty}^{\infty} d W|Q\rangle_{Q=W} W\left\langle\left. Q\right|_{Q=W} U=U^{\dagger} q U\right.$.
Since $U U^{\dagger}$ commutes with $k$, according to (2.15) we have

$$
\begin{align*}
{[w, n] } & =U^{\dagger} q U U^{\dagger} k U-U^{\dagger} k U U^{\dagger} q U \\
& =U^{\dagger}[q, k] U=i \mathbf{1} / 2 \pi . \tag{2.27}
\end{align*}
$$

Accordingly, (2.3) is satisfied; $w$ and $n$ are canonically conjugate as defined. They are also Hermitian operators. From (2.8), $|\eta\rangle$ is an eigenket of $n ;\{|\eta\rangle\}$ is an orthogonal set in (2.12). But from (2.24), $\{|W\rangle\}$ is not an orthogonal set; $|W\rangle$ is not an eigenket of $w$. From (2.24),

$$
\begin{gather*}
|W\rangle=\int_{-\infty}^{\infty} d W^{\prime}\left|W^{\prime}\right\rangle \epsilon \Sigma_{N} \exp \left[2 \pi i N\left(W^{\prime}-W\right)\right], \\
w|W\rangle=\int_{-\infty}^{\infty} d W^{\prime} W^{\prime}\left|W^{\prime}\right\rangle \epsilon \Sigma_{N} \exp \left[2 \pi i N\left(W^{\prime}-W\right)\right] . \tag{2.29}
\end{gather*}
$$

## 3. DISPLACEMENT OPERATORS

Any function $f(n)$ can be written in diagonal form. From (2.8),

$$
\begin{equation*}
f(n)|\eta\rangle=f(\eta)|\eta\rangle, \tag{3.1}
\end{equation*}
$$

so that

$$
\begin{equation*}
f(n)=\int d \eta|\eta\rangle f(\eta)\langle\eta| \tag{3.2}
\end{equation*}
$$

Since

$$
\begin{aligned}
\langle W| f(n)|\eta\rangle & =f(\eta) \epsilon \Sigma_{N} \delta(\eta-N) \exp (2 \pi i W \eta) \\
& =f\left[(2 \pi i)^{-1} \frac{\partial}{\partial W}\right]\langle W \mid \eta\rangle
\end{aligned}
$$

we find

$$
\begin{equation*}
f(n)=\int d W|W\rangle f\left[(2 \pi i)^{-1} \frac{\partial}{\partial W}\right]\langle W| \tag{3.3}
\end{equation*}
$$

In particular, if $\beta$ is a real constant, then the unitary operator $\exp (2 \pi i \beta n)$ is a displacement operator for $\{|W\rangle\}$. Thus,

$$
\begin{align*}
\exp (2 \pi i \beta n) & =\int d \eta|\eta\rangle \exp (2 \pi i \beta \eta)\langle\eta| \\
& =\int d W|W\rangle \exp \left(\beta \frac{\partial}{\partial W}\right)\langle W| \\
& =\int d W|W\rangle\langle W+\beta| \tag{3.4}
\end{align*}
$$

From (2.18) and (2.20), we have

$$
\begin{align*}
& \exp (2 \pi i \beta n)|W\rangle \\
& \quad=\int d \eta \exp (2 \pi i \beta \eta)|\eta\rangle\langle\eta \mid W\rangle \\
& \quad=\int d \eta|\eta\rangle \exp [-2 \pi i \eta(W-\beta)]=|W-\beta\rangle . \tag{3.5}
\end{align*}
$$

Therefore,
$\exp (2 \pi i \beta n) w \exp (-2 \pi i \beta n)$

$$
\begin{align*}
& =\int d W(W-\beta\rangle W\langle W-\beta| \\
& =\int d W|W\rangle(W+\beta)\langle W|=w+\beta \mathbf{1} . \tag{3.6}
\end{align*}
$$

On the other hand, a function of $w$ is not, in general, diagonal in the set $\{|W\rangle\}$ even though, according to $\left(1.5^{\prime}\right), w$ is itself diagonal. This is a consequence of the nonorthogonality of $\{|W\rangle$. But a class of diagonal operators can be defined by $\int d W|W\rangle g(W)\langle W|$, where $g(W)$ is any function of $W$. Since

$$
\begin{aligned}
& \begin{aligned}
& \begin{aligned}
\int d W|W\rangle & g(W)\langle W \mid \eta\rangle \\
& =\int d W|W\rangle g(W) \epsilon \Sigma_{N} \delta(\eta-N) \exp (2 \pi i W \eta)
\end{aligned} \\
& \quad=\epsilon \Sigma_{N} \delta(\eta-N) g\left[(2 \pi i)^{-1} \frac{\partial}{\partial \eta}\right]|\eta\rangle
\end{aligned}
\end{aligned}
$$

$$
\begin{align*}
\int d W|W\rangle g(W)\langle W| & =\int d \eta\left\{g\left[(2 \pi i)^{-1} \frac{\partial}{\partial \eta}\right]|\eta\rangle\right\}\langle\eta| \\
& =\int d \eta|\eta\rangle g\left[\frac{i}{2 \pi} \frac{\partial}{\partial \eta}\right]\langle\eta| . \tag{3.7}
\end{align*}
$$

In particular, a displacement operator for $\{|\eta\rangle\}$ can be defined by

$$
\begin{align*}
v^{\dagger}(\beta) & =\int d W|W\rangle \exp (2 \pi i \beta W)\langle W| \\
& =\int d \eta|\eta\rangle \exp \left(-\beta \frac{\partial}{\partial \eta}\right)\langle\eta| \\
& =\int d \eta|\eta\rangle\langle\eta-\beta|, \tag{3.8}
\end{align*}
$$

$$
\begin{align*}
v^{\dagger}(\beta)|\eta\rangle & =\int d \eta^{\prime}\left|\eta^{\prime}\right\rangle \delta\left(\eta^{\prime}-\beta-\eta\right) \epsilon \Sigma_{N} \delta(\eta-N) \\
& =\epsilon \Sigma_{N} \delta(\eta-N)|\eta+\beta\rangle \\
& =\epsilon^{\frac{3}{3}} \Sigma_{N} \Sigma_{N^{\prime}} \delta(\eta-N) \delta\left(\eta+\beta-N^{\prime}\right)\left|N^{\prime}\right\rangle \\
& =\epsilon^{3} \Sigma_{N^{3}} \Sigma_{N^{\prime}} \delta_{N^{\prime}, N+\beta} \delta\left(\eta+\beta-N^{\prime}\right)\left|N^{\prime}\right\rangle . \tag{3.9}
\end{align*}
$$

If $v^{\dagger}(\beta)$ is applied to one of the kets in the discrete set $\{|N\rangle\}$, then

$$
\begin{equation*}
v^{\dagger}(\beta)|N\rangle=\int d \eta v^{\dagger}(\beta)|\eta\rangle\langle\eta \mid N\rangle=\Sigma_{N^{\prime}} \delta_{N^{\prime}, N+\beta}\left|N^{\prime}\right\rangle \tag{3.10}
\end{equation*}
$$

which equals $|N+\beta\rangle$ if $N+\beta$ is a member of the discrete set of points $\{0,1,2, \cdots\}$ and vanishes otherwise. Thus,

$$
\begin{equation*}
v^{\dagger}(\beta)=\Sigma_{N} \Sigma_{N^{\prime}} \delta_{N^{\prime}, N^{\prime}+\beta}\left|N^{\prime}\right\rangle\langle N| . \tag{3.11}
\end{equation*}
$$

The only nonvanishing cases occur for $\beta= \pm 1$. Accordingly, define the raising operator $(\beta=1$ )

$$
\begin{align*}
v^{\dagger} & =\int d W|W\rangle \exp (2 \pi i W)\langle W| \\
& =\int d \eta|\eta\rangle \exp \left(\frac{-\partial}{\partial \eta}\right)\langle\eta|=\int d \eta|\eta\rangle\langle\eta-1| \tag{3.12}
\end{align*}
$$

and the lowering operator $(\beta=-1)$

$$
\begin{align*}
v & =\int d W|W\rangle \exp (-2 \pi i W)\langle W| \\
& =\int d \eta|\eta\rangle \exp \left(\frac{\partial}{\partial \eta}\right)\langle\eta|=\int d \eta|\eta-1\rangle\langle\eta|
\end{align*}
$$

According to (3.11),

$$
\begin{align*}
v^{\dagger} & =\Sigma_{N} \Sigma_{N^{\prime}} \delta_{N^{\prime}, N+1}\left|N^{\prime}\right\rangle\langle N|, \\
v & =\Sigma_{N} \Sigma_{N^{\prime}} \delta_{N^{\prime}, N-1}\left|N^{\prime}\right\rangle\langle N| . \tag{3.13}
\end{align*}
$$

Since

$$
v v^{\dagger}=\sum_{N=0}^{\infty}|N\rangle\langle N|=1, \quad v^{\dagger} v=\sum_{N=1}^{\infty}|N\rangle\langle N|,
$$

we have that $v$ is not unitary, but one-sided unitary. From (3.10),

$$
\begin{align*}
& v^{\dagger}|N\rangle=|N+1\rangle, \quad v|N\rangle=|N-1\rangle \text { for } \\
& v \mid N=0, \\
& v^{\dagger} n v=\Sigma_{N=0}^{\infty}|N+1\rangle N\langle N+1| \\
&=\Sigma_{N=1}^{\infty}|N\rangle(N-1)\langle N|=n-\Sigma_{N=1}^{\infty}|N\rangle\langle N|, \\
& v n v^{\dagger}=\Sigma_{N=1}^{\infty}|N-1\rangle N\langle N-1|  \tag{3.14}\\
&= \Sigma_{N=0}^{\infty}|N\rangle(N+1)\langle N|=n+1,  \tag{3.15}\\
& \quad[n, v]=-v, \quad\left[n, v^{\dagger}\right]=v^{\dagger} . \tag{3.16}
\end{align*}
$$

## 4. CREATION AND DESTRUCTION OPERATORS

From (2.1) and (2.2), the operator $n$, written as

$$
n=\frac{1}{2}\left[p^{2} / m \hbar \omega+m \omega q^{2} / \hbar-1\right]
$$

can be factored into

$$
\begin{equation*}
n=a^{\dagger} a \tag{4.1}
\end{equation*}
$$

where creation operator $a^{\dagger}$ and destruction operator $a$ are the Hermitian adjoint operators:

$$
\begin{align*}
a^{\dagger} & =2^{-\frac{1}{2}}(-i p \mid b \hbar+b q) \\
& =2^{-\frac{1}{2}} \int d Q|Q\rangle\left(-b^{-1} \frac{\partial}{\partial Q}+b Q\right)\langle Q|, \\
a & =2^{-\frac{1}{2}}(i p / b \hbar+b q) \\
& =2^{-\frac{1}{2}} \int d Q|Q\rangle\left(b^{-1} \frac{\partial}{\partial Q}+b Q\right)\langle Q| \tag{4.2}
\end{align*}
$$

From these expressions it is readily verified that

$$
\begin{gather*}
{\left[a, a^{\dagger}\right]=1}  \tag{4.3}\\
{[n, a]=-a, \quad\left[n, a^{\dagger}\right]=a^{\dagger}} \tag{4.4}
\end{gather*}
$$

These properties of $a, a^{\dagger}$ are consistent with the identification

$$
\begin{equation*}
a=v n^{\frac{1}{2}}, \quad a^{\dagger}=n^{\frac{1}{2}} v^{\dagger} . \tag{4.5}
\end{equation*}
$$

From (3.15),

$$
\begin{equation*}
a a^{\dagger}=v n v^{\dagger}=n+\mathbf{1} \tag{4.6}
\end{equation*}
$$

and, from ( $1.8^{\prime}$ ),

$$
a^{\dagger} a=n^{\frac{1}{2}} v^{\dagger} v n^{\frac{1}{2}}=\sum_{N=1}^{\infty}|N\rangle N\langle N|=n .
$$

Subtracting (4.1') from (4.6) gives back (4.3). Also, (4.4) is a consequence of the identification (4.5), since (3.16) gives

$$
\begin{aligned}
{[n, a] } & =\left[n, v n^{\frac{1}{2}}\right]=[n, v] n^{\frac{1}{2}}=-v n^{\frac{1}{2}}=-a, \\
{\left[n, a^{\dagger}\right] } & =\left[n, n^{\frac{1}{2}} v^{\dagger}\right]=n^{\frac{1}{2}}\left[n, v^{\dagger}\right]=n^{\frac{1}{2}} v^{\dagger}=a^{\dagger} .
\end{aligned}
$$

From (1.6') and (3.13),

$$
\begin{align*}
a & =\int_{-\infty}^{\infty} d \eta|\eta-1\rangle \eta^{\frac{1}{2}}\langle\eta| \\
& =\sum_{N=0}^{\infty}|N-1\rangle N^{\frac{1}{2}}\langle N|, \\
a^{\dagger} & =\int_{-\infty}^{\infty} d \eta|\eta+1\rangle(\eta+1)^{\frac{1}{2}}\langle\eta| \\
& =\sum_{N=0}^{\infty}|N+1\rangle(N+1)^{\frac{1}{2}}\langle N| . \tag{4.7}
\end{align*}
$$

Accordingly, we find that

$$
\begin{equation*}
a|N\rangle=N^{\frac{1}{2}}|N-1\rangle, \quad a^{\dagger}|N\rangle=(N+1)^{\frac{1}{2}}|N+1\rangle, \tag{4.8}
\end{equation*}
$$

the expressions from which $a^{\dagger}$ and $a$ obtain their designations as creation and destruction operators. ${ }^{8}$

[^6]The operator $j$ in (2.2) can be written as

$$
\begin{equation*}
j=2 \pi \hbar\left(n+\frac{1}{2} 1\right)=2 \pi \hbar \cdot \frac{1}{2}\left(a a^{\dagger}+a^{\dagger} a\right) \tag{4.9}
\end{equation*}
$$

## 5. WEYL TRANSFORMS AND COHERENT STATES

A convenient way to examine the classical limit of quantum operators is to obtain their Weyl transforms. ${ }^{5}$ The Weyl transform of an operator $A$ is defined for a one-dimensional system as

$$
\begin{equation*}
A(Q, K)=\operatorname{Tr}[A \Delta(Q, K)] \tag{5.1}
\end{equation*}
$$

The inverse transform is

$$
\begin{equation*}
A=\int d Q \int d K A(Q, K) \Delta(Q, K) \tag{5.2}
\end{equation*}
$$

The operator $\Delta(Q, K)$, defined as

$$
\begin{equation*}
\Delta(Q, K)=\int d u \int d v \exp \{2 \pi i[u(q-Q)+v(k-K)]\} \tag{5.3}
\end{equation*}
$$

can also be written as

$$
\begin{align*}
\Delta(Q, K) & =\int d v\left|Q+\frac{1}{2} v\right\rangle\left\langle Q-\frac{1}{2} v\right| \exp (2 \pi i v K) \\
& =\int d u\left|K+\frac{1}{2} u\right\rangle\left\langle K-\frac{1}{2} u\right| \exp (-2 \pi i u Q) . \tag{5.4}
\end{align*}
$$

The Weyl transform of any operator $f(q)$, a function of $q$ alone, is $f(Q)$; the transform of $f(k)$, where $k=p / 2 \pi \hbar$, is $f(K)$. Accordingly, the transforms of many of the operators of the simple harmonic oscillator can be written down by inspection. From (2.1) and (2.2),

$$
\begin{equation*}
H(Q, K)=P^{2} / 2 m+\frac{1}{2} m \omega^{2} Q^{2} \equiv E \tag{5.5}
\end{equation*}
$$

( $P=2 \pi \hbar K$ ), so that $H(Q, K)$ is the energy of the oscillator $E$. Also,

$$
\begin{equation*}
j(Q, K)=2 \pi E / \omega=2 \pi \hbar\left[n(Q, K)+\frac{1}{2}\right] \equiv J, \tag{5.6}
\end{equation*}
$$

where $j(Q, K)$, the Weyl transform of $j$, is the classical action variable $J$. From (4.2), the Weyl transforms of the creation and destruction operators are

$$
\begin{align*}
a^{\dagger}(Q, K) & =2^{-\frac{1}{2}}[-i P / b \hbar+b Q] \equiv \alpha^{*}, \\
a(Q, K) & =2^{-\frac{1}{2}}[i P / b \hbar+b Q] \equiv \alpha . \tag{5.7}
\end{align*}
$$

Accordingly,

$$
\begin{align*}
\alpha^{*} \alpha & =\frac{1}{2}\left(P^{2} / b^{2} \hbar^{2}+b^{2} Q^{2}\right) \\
& =E / \omega \hbar=n(Q, K)+\frac{1}{2}=J / 2 \pi \hbar . \tag{5.8}
\end{align*}
$$

In polar form,

$$
\begin{equation*}
\alpha=\left(\alpha^{*} \alpha\right)^{\frac{1}{2}} \exp (-2 \pi i \phi)=(J / 2 \pi \hbar)^{\frac{1}{2}} \exp (-2 \pi i \phi), \tag{5.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\cos 2 \pi \phi=\frac{b Q}{(J / \pi \hbar)^{\frac{1}{2}}}, \quad \sin 2 \pi \phi=\frac{-P / b \hbar}{(J / \pi \hbar)^{\frac{1}{2}}} . \tag{5.10}
\end{equation*}
$$

Equation (5.10) is equivalent to

$$
\begin{align*}
& Q=(J / \pi m \omega)^{\frac{1}{2}} \cos 2 \pi \phi \\
& P=-(J m \omega / \pi)^{\frac{1}{2}} \sin 2 \pi \phi \tag{5.11}
\end{align*}
$$

which are the equations for the classical canonical transformation from coordinate and momentum variables $(Q, P)$ to angle and action variable ( $J, \phi$ ). Thus, $\phi$ is the classical angle or phase variable canonically conjugate to $J$.

In fact, $\phi$ is the Weyl transform of the operator $w$ canonically conjugate to $j$. In order to show this, start with the Weyl transform of the commutation relation (2.3). If the Weyl transform of $w$ is $w(Q, K)$, then it must satisfy the condition ${ }^{5}$

$$
\begin{align*}
\int d Q^{\prime} \int d K^{\prime} \delta\left(Q^{\prime}-\right. & Q) \delta\left(K^{\prime}-K\right) 2 i \\
& \times \sin \left\{(4 \pi)^{-1}\left(\frac{\partial}{\partial Q} \frac{\partial}{\partial K^{\prime}}-\frac{\partial}{\partial K} \frac{\partial}{\partial Q^{\prime}}\right)\right\} \\
& \times w(Q, K) j\left(Q^{\prime}, K^{\prime}\right)=i \hbar . \quad(5.12) \tag{5.12}
\end{align*}
$$

Only derivatives of odd order contribute to this expression; from (5.6),

$$
\frac{\partial j(Q K)}{\partial Q}=2 \pi \hbar b^{2} Q, \quad \frac{\partial j(Q K)}{\partial K}=8 \pi^{3} \hbar \frac{K}{b^{2}}
$$

so that (5.12) becomes the Poisson bracket relation:

$$
\begin{align*}
& {[w(Q K), j(Q K)]_{\text {P.B. }}} \\
& \quad=\frac{4 \pi^{2} \hbar K}{m \omega} \cdot \frac{\partial w(Q, K)}{\partial Q}-\frac{m \omega Q}{\hbar} \cdot \frac{\partial w(Q, K)}{\partial K}=1 . \tag{5.13}
\end{align*}
$$

The solution of this equation is readily verified to be

$$
\begin{equation*}
2 \pi w(Q, K)=-\tan ^{-1}(2 \pi \hbar K / m \omega Q) \tag{5.14}
\end{equation*}
$$

so that, according to (5.10), with $P=2 \pi \hbar K$,

$$
\begin{equation*}
w(Q, K)=\phi \tag{5.15}
\end{equation*}
$$

The inverse Weyl transformation (5.2) gives the angle operator as

$$
\begin{equation*}
w=-(2 \pi)^{-1} \int d Q \int d K \tan ^{-1}(2 \pi \hbar K / m \omega Q) \Delta(Q K) \tag{5.16}
\end{equation*}
$$

The operator $\Delta(Q K)$ given in (5.3) can be rewritten in terms of $a^{\dagger}, a$ in (4.2) and their Weyl transforms in (5.7).

Since

$$
\begin{array}{ll}
q=\left(a+a^{\dagger}\right) / \sqrt{ } 2 b, & k=\left(a-a^{\dagger}\right) b / 2 \pi i \sqrt{ } 2 \\
Q=\left(\alpha+\alpha^{*}\right) / \sqrt{ } 2 b, & K=\left(\alpha-\alpha^{*}\right) b / 2 \pi i \sqrt{ } 2 \tag{5.17}
\end{array}
$$

therefore

$$
\begin{aligned}
\Delta\left(\alpha^{*}, \alpha\right)=\int & d u \int \\
& \times \exp \left\{2 \pi i \left[(u / b \sqrt{ } 2)\left(a+a^{\dagger}-\alpha-\alpha^{*}\right)\right.\right. \\
& \left.\left.+(v b / 2 \pi i \sqrt{ } 2)\left(a-a^{\dagger}-\alpha+\alpha^{*}\right)\right]\right\} .
\end{aligned}
$$

With change in variables $(2 \pi u / b \sqrt{ } 2, v b / \sqrt{ }) \rightarrow(-u, v)$, this becomes

$$
\begin{array}{r}
\Delta\left(\alpha^{*}, \alpha\right)=\pi^{-1} \int d u \int d v \exp [(v-i u)(a-\alpha) \\
\left.-(v+i u)\left(a^{\dagger}-\alpha^{*}\right)\right] . \tag{5.18}
\end{array}
$$

Write $\beta=v+i u$, and use the notation

$$
\begin{equation*}
d^{2} \beta=d(\operatorname{Re} \beta) d(\operatorname{Im} \beta)=d v d u \tag{5.19}
\end{equation*}
$$

Then

$$
\begin{align*}
\Delta\left(\alpha^{*}, \alpha\right) & =\pi^{-1} \iint d^{2} \beta \exp \left[\beta^{*}(a-\alpha)-\beta\left(a^{\dagger}-\alpha^{*}\right)\right] \\
& =\pi^{-1} \iint d^{2} \beta D^{\dagger}(\beta) \exp \left(\beta \alpha^{*}-\beta^{*} \alpha\right) \\
& =\pi^{-1} \iint d^{2} \beta D(\beta) \exp \left(\beta^{*} \alpha-\beta \alpha^{*}\right) \tag{5.20}
\end{align*}
$$

The operator $D(\beta)$ is defined as

$$
\begin{equation*}
D(\beta)=\exp \left(\beta a^{\dagger}-\beta^{*} a\right) \tag{5.21}
\end{equation*}
$$

$D(\beta)$ is a unitary operator for which ${ }^{9}$

$$
\begin{align*}
D^{\dagger}(\beta) a D(\beta) & =a+\beta \\
D^{\dagger}(\beta) a^{\dagger} D(\beta) & =a^{\dagger}+\beta^{*} \tag{5.22}
\end{align*}
$$

For every complex number $\alpha$ there is an eigenvector $|\alpha\rangle$ of the destructor operator $a$,

$$
\begin{equation*}
a|\alpha\rangle=\alpha|\alpha\rangle, \tag{5.23}
\end{equation*}
$$

the coherent states. ${ }^{4,6}$ They are complete,

$$
\begin{equation*}
\pi^{-1} \iint d^{2} \alpha|\alpha\rangle\langle\alpha|=\mathbf{1}, \tag{5.24}
\end{equation*}
$$

but not orthogonal,

$$
\begin{equation*}
\langle\beta \mid \alpha\rangle=\exp \left(\beta^{*} \alpha-\frac{1}{2}|\beta|^{2}-\frac{1}{2}|\alpha|^{2}\right) . \tag{5.25}
\end{equation*}
$$

From (5.22) and (5.23),

$$
D^{\dagger}(\beta) a|\alpha\rangle=(a+\beta) D^{\dagger}(\beta)|\alpha\rangle=\alpha D^{\dagger}(\beta)|\alpha\rangle,
$$

so that

$$
a D^{\dagger}(\beta)|\alpha\rangle=(\alpha-\beta) D^{\dagger}(\beta)|\alpha\rangle .
$$

${ }^{8}$ See Ref. 6, p. 158.

Therefore, $D^{\dagger}(\beta)|\alpha\rangle$ is an eigenvector of $a$ belonging to $\alpha-\beta$. Consistency with (5.25) requires

$$
\begin{align*}
D^{\dagger}(\beta)|\alpha\rangle & =\exp \left[\frac{1}{2}\left(\beta^{*} \alpha-\beta \alpha^{*}\right)\right]|\alpha-\beta\rangle \\
D(\beta)|\alpha\rangle & =\exp \left[\frac{1}{2}\left(\beta \alpha^{*}-\beta^{*} \alpha\right)\right]|\alpha+\beta\rangle \tag{5.26}
\end{align*}
$$

In particular, for $\alpha=0$,

$$
\begin{equation*}
D(\beta)|0\rangle=|\beta\rangle \tag{5.27}
\end{equation*}
$$

which is a well-known result. ${ }^{9}$
Now, from (5.20), the effect of $\Delta\left(\alpha^{*}, \alpha\right)$ upon a coherent state $|\gamma\rangle$ is
$\Delta\left(\alpha^{*}, \alpha\right)|\gamma\rangle$
$=\pi^{-1} \iint d^{2} \beta \exp \left[\beta^{*}\left(\alpha-\frac{1}{2} \gamma\right)-\beta\left(\alpha^{*}-\frac{1}{2} \gamma^{*}\right)\right]|\gamma+\beta\rangle$.
From (5.25),

$$
\begin{align*}
& \langle\delta| \Delta\left(\alpha^{*}, \alpha\right)|\gamma\rangle=\pi^{-1} \iint d^{2} \beta \\
& \quad \times \exp \left[-\frac{1}{2}|\beta|^{2}+\beta^{*}(\alpha-\gamma)-\beta\left(\alpha^{*}-\delta^{*}\right)\right](\delta|\gamma\rangle \\
& =2\langle\delta \mid \gamma\rangle \exp \left[-2\left(\alpha^{*}-\delta^{*}\right)(\alpha-\gamma)\right] \tag{5.29}
\end{align*}
$$

This result also follows directly from the expression for $\Delta\left(\alpha^{*} \alpha\right)$ obtained from (5.20):

$$
\begin{align*}
\Delta\left(\alpha^{*} \alpha\right)= & \pi^{-1} \iint d^{2} \beta \exp \left[-\frac{1}{2}|\beta|^{2}\right] \\
& \times \exp \left[-\beta\left(a^{\dagger}-\alpha^{*}\right)\right] \exp \left[\beta^{*}(a-\alpha)\right] \tag{5.30}
\end{align*}
$$

## 6. TIME OPERATOR FOR THE SIMPLE HARMONIC OSCILLATOR

From (2.2) and (2.3), a time operator $t$, canonically conjugate to the Hamiltonian, can be defined as

$$
\begin{equation*}
t=2 \pi w / \omega \tag{6.1}
\end{equation*}
$$

so that the canonical commutation relation holds, i.e.,

$$
\begin{equation*}
[t, H]=i \hbar 1 \tag{6.2}
\end{equation*}
$$

The operator $t$ is diagonal in the angle representation:

$$
\begin{equation*}
t=\int d W|W\rangle(2 \pi W / \omega)\langle W| \tag{6.3}
\end{equation*}
$$

Let

$$
\begin{equation*}
T=2 \pi W / \omega \tag{6.4}
\end{equation*}
$$

Then

$$
\begin{equation*}
t=\int d T(\omega / 2 \pi)|W\rangle T\langle W|=\int d T|T\rangle T\langle T\rangle \tag{6.5}
\end{equation*}
$$

where

$$
\begin{equation*}
|T\rangle=(\omega / 2 \pi)^{\frac{1}{2}}|W\rangle \tag{6.6}
\end{equation*}
$$

The set of vectors $\{|T\rangle\}$ is complete according to (2.23),

$$
\begin{equation*}
\int d T|T\rangle\langle T|=\mathbf{1} \tag{6.7}
\end{equation*}
$$

but not orthogonal according to (2.24),

$$
\begin{equation*}
\left\langle T^{\prime} \mid T\right\rangle=\epsilon(\omega / 2 \pi) \Sigma_{N} \exp \left[i N \omega\left(T^{\prime}-T\right)\right] \tag{6.8}
\end{equation*}
$$

The kets of the set $\{|T\rangle\}$ are not eigenvectors of the Hermitian operator $t$. The time operator is an internal property ${ }^{7}$ of the oscillator determined by its phase. According to (5.15), the Weyl transform of $t$ is

$$
\begin{equation*}
t(Q, K)=(2 \pi / \omega) w(Q, K)=2 \pi \phi / \omega \tag{6.9}
\end{equation*}
$$

To this point the operators and their kets have been expressed in the Schrödinger picture. Operators $H, j, n$ all commute with the Hamiltonian and remain the same in the Heisenberg picture. In order to obtain the Heisenberg angle and time operators, we use (3.6). In terms of the parameter ( $c$ number) $T$, the physical time, the Heisenberg angle operator $w(T)$ is

$$
\begin{align*}
w(T) & =\exp (i T H / \hbar) w \exp (-i T H / \hbar) \\
& =\exp (i \omega T n) w \exp (-i \omega T n) \\
& =w+1 T \omega / 2 \pi, \quad w(0)=w \tag{6.10}
\end{align*}
$$

If the Schrödinger operator $w$ is diagonal in the kets $\left\{\left|W_{0}\right\rangle\right\}$, then

$$
\begin{equation*}
w(T)=\int d W_{0}\left|W_{0}\right\rangle W\left\langle W_{0}\right|, \tag{6.11}
\end{equation*}
$$

where

$$
\begin{equation*}
W=W_{0}+T \omega / 2 \pi \tag{6.12}
\end{equation*}
$$

Similarly, the Weyl transform of (6.10) is

$$
\begin{equation*}
\phi(T)=\phi+T \omega / 2 \pi \tag{6.13}
\end{equation*}
$$

From (6.12) and (6.13) we see that the parameter $W$ is identical with the phase angle, the Weyl transform of $w(T)$,

$$
\begin{equation*}
W=\phi(T), \quad W_{0}=\phi \tag{6.14}
\end{equation*}
$$

Similarly, the Heisenberg time operator is

$$
\begin{align*}
t(T) & =t+T \mathbf{1}  \tag{6.15}\\
& =\int d T_{0}\left|T_{0}\right\rangle\left(T_{0}+T\right)\left\langle T_{0}\right| \tag{6.16}
\end{align*}
$$

The Weyl transform of $t(T)$ is

$$
\begin{equation*}
t(T, Q, K)=t(Q K)+T \tag{6.17}
\end{equation*}
$$

with

$$
\begin{equation*}
t(Q, K)=T_{0} \tag{6.18}
\end{equation*}
$$

$T$ is the time elapsed from the initial moment $T_{0}$.

The Heisenberg equation for the time derivative of $t(T)$ is

$$
\begin{equation*}
\frac{d t(T)}{d T}=(i \hbar)^{-1}[t(T), H]=(i \hbar)^{-1}[t, H]=\mathbf{1} . \tag{6.19}
\end{equation*}
$$

Despite the appearance in (6.15), the Heisenberg operator $t(T)$ has no explicit dependence on $T$; the Schrödinger operator $t$ is independent of $T$, and

$$
\begin{equation*}
t(T)=\exp (i T H / \hbar) t \exp (-i T H / \hbar) \tag{6.20}
\end{equation*}
$$

In the Heisenberg picture, according to (6.10), (4.5), and (3.12),

$$
\begin{aligned}
a^{\dagger}(T)= & \exp (i T H / \hbar) n^{\frac{1}{2}} \\
& \times \int d W|W\rangle \exp (2 \pi i W)\langle W| \exp (-i T H / \hbar) \\
= & n^{\frac{1}{2}} \int d W|W-\omega T / 2 \pi\rangle \\
& \times \exp (2 \pi i W)\langle W-\omega T / 2 \pi|
\end{aligned}
$$

so that

$$
\begin{align*}
a^{\dagger}(T) & =a^{\dagger}(0) \exp (i \omega T) \\
a(T) & =a(0) \exp (-i \omega T) \tag{6.21}
\end{align*}
$$

Therefore, from (4.2),

$$
\begin{align*}
p(T) & =p(0) \cos (\omega T)-m \omega q(0) \sin \omega T \\
q(T) & =q(0) \cos (\omega T)+(m \omega)^{-1} p(0) \sin \omega t \tag{6.22}
\end{align*}
$$

in agreement with the classical limit, ${ }^{5,8}$

$$
\begin{equation*}
\frac{d q(T)}{d T}=\frac{p(T)}{m}, \frac{d p(t)}{d T}=-m \omega^{2} q(T) \tag{6.23}
\end{equation*}
$$

For any one-dimensional system whose Hamiltonian is time independent, the canonically conjugate time operator can be obtained as follows: Solve the eigenvalue problem for the Hamiltonian and construct its spectrum of eigenvectors defined for every real value of the eigenvalue $E$. Then

$$
\begin{equation*}
H=\int d E|E\rangle E\langle E| \tag{6.24}
\end{equation*}
$$

and

$$
\begin{equation*}
t=\int d E|E\rangle i \hbar \frac{\partial}{\partial E}\langle E| . \tag{6.25}
\end{equation*}
$$

In the Heisenberg picture,

$$
\begin{aligned}
t(T) & =\exp (i T H / \hbar) t \exp (-i T H / \hbar) \\
& =\int d E \exp \left(\frac{i E T}{\hbar}\right)|E\rangle\left(i \hbar \frac{\partial}{\partial E}\right)\langle E| \exp \left(\frac{-i T E}{\hbar}\right) \\
& =\int d E|E\rangle\left(i \hbar \frac{\partial}{\partial E}\right)\langle E|+\int ' E|E\rangle T\langle E| \\
& =t+T \mathbf{1},
\end{aligned}
$$

in agreement with (6.15). Classically a canonical transformation is possible ${ }^{10}$ for a system whose Hamiltonian is independent of time $T$, from the coordinate and momentum variables ( $Q, P$ ) to the canonical variables ( $S, R$ ) where

$$
\begin{equation*}
S=H, \quad R=R_{0}+T \tag{6.26}
\end{equation*}
$$

The Poisson bracket condition for canonicity is satisfied since

$$
\begin{equation*}
1=\frac{d R}{d T}=[R, H]_{\text {P.B. }}=\left[R_{0}, H\right]_{\text {P.B. }} \tag{6.27}
\end{equation*}
$$

These equations correspond precisely to (6.15) and (6.19). The classical canonical transformation is generated by Hamilton's characteristic function. The quantum-mechanical transformation is generated by an operator $U$ :

$$
\begin{equation*}
H=U^{\dagger} k U, \quad t=U^{\dagger} q U \tag{6.28}
\end{equation*}
$$

Just as in the similar transformation (2.25) and (2.26), which generates $n$ and $w$ for the simple harmonic oscillator, the operator $U$ in (6.28) is a one-sided unitary operator since the spectrum of $H$ is restricted to nonnegative values, continuous or discrete.
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#### Abstract

Determining the effective dielectric constant is typical of a broad class of problems that includes effective magnetic permeability, electrical and thermal conductivity, and diffusion. Bounds for these effective properties for statistically isotropic and homogeneous materials have been developed in terms of statistical information, i.e., one-point and three-point correlation functions, from variational principles. Aside from the one-point correlation function, i.e., the volume fraction, this statistical information is difficult or impossible to obtain for real materials. For a broad class of heterogeneous materials (which we shall call cell materials) the functions of the three-point correlation function that appear in the bounds of effective dielectric constant are simply a number for each phase. Furthermore, this number has a range of values $\frac{1}{9}$ to $\frac{1}{3}$ and a simple geometric significance. The number $\frac{1}{9}$ implies a spherical shape, the number $\frac{1}{3}$ a cell of platelike shape, and all other cell shapes, no matter how irregular, have a corresponding number between. Each value of this number determines a new set of bounds which are substantially narrower and always within the best bounds in terms of volume fraction alone (i.e., HashinShtrikman bounds). For dilute suspensions the new bounds are so narrow in most cases as to be essentially an exact solution. There is a substantial improvement over previous bounds for a finite suspension and yet greater improvement for multiphase material where the geometric characteristics of each phase are known.


## 1. INTRODUCTION

From the continuum point of view, the property of a material is often described by a linear isotropic constitutive relation, e.g., Hooke's law in elasticity, $\mathbf{D}=\epsilon \mathbf{E}$ in dielectrics, Fourier's law in heat conduction, Fick's law in diffusion. In practice many materials are heterogeneous on a macroscopic scale, and it is common to replace the material property specified for a homogeneous material by an effective or over-all property. This effective property, in a sense, replaces the heterogeneous material by a hypothetical homogeneous material and is a useful concept for a broad class of problems of interest. We shall be concerned with determining what must be known about the heterogeneous material in order to determine its effective property.

Complete knowledge of the functional $P\left[E_{i}(x)\right.$, $\left.\epsilon_{l m}(x)\right]$, where $P\left[E_{i}(x), \epsilon_{l m}(x)\right] d E_{1}(x) \cdots d E_{3}(x) \times$ $d \epsilon_{11}(x) \cdots d \epsilon_{33}(x)$ is defined as the probability of the realization of the particular joint field $\left[E_{i}(x), \epsilon_{l m}(x)\right]$, is required to determine the effective property of the material. Fortunately, bounds can be obtained for the effective property in terms of the volume fraction which is the simplest statistical information one can obtain for a material. In order to obtain better bounds, additional statistical information about the material is necessary. This additional statistical information may be introduced through the $n$-point correlation function, and bounds have been derived in terms of these functions.

Since virtually nothing is known about the higherorder correlation functions of heterogeneous material,
this result has had limited utility. Hence, the problem is to determine how to extend the utility of the above result without having detailed knowledge of the higher-order correlation functions which are, in general, difficult or impossible to obtain.

Beran ${ }^{1}$ derived bounds for the effective dielectric constant from a classical variational principle which included additional statistical information, viz., the three-point correlation function.

The development of improved bounds on effective properties depends on a knowledge of the three-point correlation function of the material. Several attempts have been made to approximate the form of the threepoint correlation function with little success.

For a broad class of two-phase heterogeneous materials (which we shall call cell materials) we shall show that this problem is obviated, because the functions of the three-point correlation function that appear in the effective dielectric constant bounds ${ }^{1}$ are simply a number for each phase. Furthermore, this number has a range of values $\frac{1}{9}$ to $\frac{1}{3}$ and a simple geometric significance. The number $\frac{1}{9}$ implies a cell of spherical shape, the number $\frac{1}{3}$ a cell of platelike shape, and all other cell shapes, no matter how irregular, have a corresponding number between.

Also, each value of this number determines a new set of bounds which is substantially narrower and always within the Hashin-Shtrikman bounds ${ }^{2}$ (the best bounds in terms of volume fraction).

The new bounds for dilute suspensions are in most

[^8]cases so narrow as to be essentially an exact solution. For other mixtures, we shall find new bounds which give substantial improvement in the knowledge of effective property bounds for two-phase media where the geometrical characteristics of each phase are known. Further, the above results can be obtained for all statistically isotropic and homogeneous dilute suspension independent of the assumption of a cell material.

The concepts developed here are applicable to multiphase media.

## 2. EFFECTIVE PERMITTIVITY BOUNDS

## A. Introduction

In Beran, ${ }^{1}$ by use of a perturbation expansion of the electric field $\mathbf{E}$ and the electrical displacement $\mathbf{D}$ as trial functions in two standard variational principles, the following bounds on the effective permittivity $\epsilon^{*}$ were found:

$$
\begin{equation*}
\epsilon^{*} \leq\langle\epsilon\rangle-\frac{1}{3} \frac{\left\langle\epsilon^{\prime 2}\right\rangle}{\langle\epsilon\rangle} /\left(1+\frac{3\langle\epsilon\rangle I}{\left\langle\epsilon^{\prime 2}\right\rangle}\right) \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\epsilon^{*} \geq\left[\left\langle\frac{1}{\epsilon}\right\rangle-\left(\frac{4}{3}\left\langle\frac{\epsilon^{\prime}}{\epsilon}\right\rangle\right)^{2} \frac{1}{4\langle\epsilon\rangle^{2}} /\left(\frac{1}{3}\langle\epsilon\rangle^{-2}\left\langle\frac{\epsilon^{\prime 2}}{\epsilon}\right\rangle+J\right)\right]^{-1} \tag{2.2}
\end{equation*}
$$

where

$$
\begin{align*}
I & =\frac{1}{16 \pi^{2}}\langle\epsilon)^{-2} \int_{V} \int_{V^{1}} \frac{\partial^{2}}{\partial r_{3} \partial s_{3}}\left\langle\epsilon^{\prime}(0) \epsilon^{\prime}(\mathbf{r}) \epsilon^{\prime}(\mathbf{s})\right\rangle \frac{r_{3} s_{i}}{r^{3} s^{3}} d \mathbf{r} d \mathbf{s},  \tag{2.3}\\
J & =\frac{1}{16 \pi^{2}}\langle\epsilon\rangle^{-2} \int_{V} \int_{V^{1}} \frac{\partial^{2}}{\partial r_{3} \partial s_{3}}\left\langle\frac{\epsilon^{\prime}(\mathbf{r}) \epsilon^{\prime}(\mathbf{s})}{\epsilon(0)}\right\rangle \frac{r_{i} s_{i}}{r^{3} s^{3}} d \mathbf{r} d \mathbf{s} . \tag{2.4}
\end{align*}
$$

$\epsilon^{\prime}$ is the fluctuating part of the permittivity and the bracket denotes an ensemble average, which is assumed to be equal to the spatial average for a statistically homogeneous medium. The above results are subject to the conditions of a medium that is statistically homogeneous and isotropic with a constant electric field.

From the above equations we see that the bounds on the effective permittivity are known in terms of certain averages of the $\epsilon$ field and functions of the three-point correlation functions $\left\langle\epsilon^{\prime}(0) \epsilon^{\prime}(\mathbf{r}) \epsilon^{\prime}(\mathbf{s})\right\rangle$ and $\left\langle\epsilon^{\prime}(\mathbf{r}) \epsilon^{\prime}(\mathbf{s}) / \epsilon(0)\right\rangle$. This same procedure can be used to express the bounds in terms of higher-order correlation functions. Beran ${ }^{1}$ shows that the bounds in terms of the $n$-point correlation function will be at least as good as those in terms of the ( $n-1$ )-point correlation function with the expectation that, as $n \rightarrow \infty$, the upper and lower bounds will converge.

The same procedure is valid for determining effective properties for processes treating heat conductivity, electrical conductivity, magnetic permeability, and all other processes which obey the same type of equations.

The usefulness of the above-mentioned approach depends on the determination of $I$ and $J$ and similar derivatives and integrals of higher-order correlation functions. In subsequent sections we shall define a broad class of materials for which these functions are particularly simple and have obvious physical significance.

## B. Determination of $n$-Point Correlation Functions for $N$-Phase Random Media

The $n$-point correlation function $\gamma_{n}$ is defined as

$$
\begin{align*}
\gamma_{n} & =\left\langle\epsilon\left(\mathbf{r}_{1}\right) \epsilon\left(\mathbf{r}_{2}\right) \cdots \epsilon\left(\mathbf{r}_{n}\right)\right\rangle \\
& =\int \epsilon\left(\mathbf{r}_{1}\right) \epsilon\left(\mathbf{r}_{2}\right) \cdots \epsilon\left(\mathbf{r}_{n}\right) d F_{1 \cdots n}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \cdots, \mathbf{r}_{n}\right), \tag{2.5}
\end{align*}
$$

where $F_{1 \ldots n}$ is the $n$-point distribution function.
For a special class of random media, which we shall call an $N$-phase random medium, composed of $N$ phases $D_{1}, D_{2}, \cdots, D_{N}$ of uniform density and of volume fractions $\varphi_{1}, \varphi_{2}, \cdots, \varphi_{N}$, respectively, a property function $\epsilon(\mathbf{r})$ may be defined for each phase as

$$
\begin{equation*}
\epsilon(\mathbf{r})=\epsilon_{i} \quad \text { if } \quad \mathbf{r} \in D_{i}, \quad i=1,2, \cdots, N \tag{2.6}
\end{equation*}
$$

The $n$-point correlation function $\gamma_{n}\left(\mathbf{r}_{1}, \cdots, \mathbf{r}_{n}\right)$ for this process is related to the probability that $n$ points $\mathbf{r}_{1}, \cdots, \mathbf{r}_{n}$, thrown at random into the medium, all lie in the same phase $D_{i}$. This is a generalization of the famous Buffon needle game (Kendall and Moran ${ }^{3}$ ). This analogy can be extended to the $N$-phase material by considering the $n$-point correlation function as the sum of the probabilities of the $n$ points falling in all possible combinations of $D_{i}(i=1, \cdots, N)$. Each term of the sum is multiplied by a weighting factor which is the product of the property function of the phase in which the points lie.

For brevity and clarity we shall restrict ourselves to the two-phase material, as all the arguments developed for it apply equally to the $N$-phase material. For the two-phase random medium the $n$-point correlation function is

$$
\begin{align*}
& \gamma_{n}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \cdots, \mathbf{r}_{n}\right) \\
& \quad=\sum_{\alpha_{n}=1}^{2} \cdots \sum_{\alpha_{1}=1}^{2} P_{\alpha_{1} \cdots \alpha_{n}}\left(\mathbf{r}_{1}, \cdots, \mathbf{r}_{n}\right) \epsilon\left(\mathbf{r}_{1}\right) \cdots \epsilon\left(\mathbf{r}_{n}\right) \tag{2.7}
\end{align*}
$$

[^9]where $P_{1, \cdots, 1,1}$ is the probability of $n$ points being in phase $D_{1}, P_{1, \cdots, 1,2}$ is the probability of $n-1$ points being in phase $D_{1}$ and point $\mathbf{r}_{n}$ being in phase $D_{2}, \cdots$, and $P_{2, \cdots, 2,2}$ is the probability of $n$ points in phase $D_{2}$.
If we consider each domain of our two-phase random medium to be composed of cells, where a cell is defined as being a mathematically closed surface containing a portion of the random medium of uniform property $\epsilon$, we can write the $n$-point correlation function in an alternate manner. Instead of summing terms which are the probabilities of $n$ points being in different combinations of the phase $D_{i}(i=1,2)$, multiplied by appropriate weighting factors, we shall sum over terms which are the probabilities of $n$ points being in different combinations of cells, multiplied by weighting factors which are the products of the $\epsilon(r)$ 's in whose cells the points lie. If we account for all possible combinations, the $n$-point correlation function becomes
$\gamma_{n}\left(r_{1}, \cdots, r_{n}\right)=\epsilon_{1}^{n} \times$ (probability of $n$ points being in the same cell with property $\left.\epsilon_{1}\right)+\epsilon_{1}^{n-1} \epsilon_{2} \times$ (probability of $n-1$ points being in the same cell with property $\epsilon_{1}$ and 1 point being in a different cell with property $\epsilon_{2}$ ) $+\epsilon_{1}^{n} \times$ (probability of $n-1$ points being in the same cell with property $\epsilon_{1}$ and 1 point being in a different cell with property $\epsilon_{1}$ ) $+\epsilon_{1}^{n-2} \epsilon_{2}^{2} \times$ (probability of $n-2$ points being in the same cell with property $\epsilon_{1}$ and 2 points being in another cell with property $\left.\epsilon_{2}\right)+\cdots+\epsilon_{2}^{n} \times$ (probability of $n$ points being in the same cell of property $\epsilon_{2}$ ).

For $n=1$ Eq. (2.8) becomes
$\gamma_{1}(\mathbf{r})=\epsilon_{1} \times$ (probability of 1 point being in a cell of property $\left.\epsilon_{1}\right)+\epsilon_{2} \times$ (probability of 1 point being in a cell of property $\epsilon_{2}$ ).

If we define $\varphi$ as the volume fraction of material with property $\epsilon_{1}$, Eq. (2.9) becomes

$$
\begin{equation*}
\gamma_{1}(\mathbf{r})=\epsilon_{1} \varphi+\epsilon_{2}(1-\varphi)=\langle\epsilon\rangle . \tag{2.10}
\end{equation*}
$$

For $n=2$, Eq. (2.8) becomes

$$
\begin{align*}
\gamma_{2}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) & =\epsilon_{1}^{2} \bar{f}_{1}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)+\epsilon_{2}^{2} \bar{f}_{2}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)+\epsilon_{1}^{2} Z_{11}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \\
& +\epsilon_{2} \epsilon_{1}\left[Z_{12}\left(\mathbf{r}_{1} \mathbf{r}_{2}\right)+Z_{21}\left(\mathbf{r}_{1} \mathbf{r}_{2}\right)\right]+\epsilon_{2}^{2} Z_{22}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \tag{2.11}
\end{align*}
$$

where $f_{n}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$ is the probability of two points $\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$ being in the same cell of property $\epsilon_{n}, Z_{n m}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$ is the probability of one point $\left(r_{1}\right)$ being in a cell of
property $\epsilon_{n}$ and the other point $\left(\mathbf{r}_{2}\right)$ being in a different cell of property $\epsilon_{m}$.

This method of writing the $n$-point correlation function can be extended to all $n$ and the apparent complexity will vanish when we consider a slightly restricted class of materials in subsequent sections. We shall make particular use of the three-point correlation function expressed in this manner.
We are going to consider a broad class of heterogeneous materials called asymmetric cell materials, but for convenience we shall first consider a restricted class called symmetric cell materials.

## C. Symmetric Cell Material

Consider a space to be subdivided by a large number of closed surfaces; these closed regions shall be called cells. The subdivision of the space is arbitrary except for fulfilling the following requirements:
(1) Space is completely covered by cells;
(2) cells are distributed in a manner such that the material is statistically homogeneous and isotropic;
(3) the material property $\epsilon$ of a cell is statistically independent of the material property of any other cell;
(4) the conditional probabilities of $n$ points being and $m$ points not being in the same cell of a particular material, given that one point is in a cell of that material, are the same for each material.

An example of such a material is the Poisson cell material (see Gilbert ${ }^{4}$ and Frisch ${ }^{5}$ ). This material is constructed mathematically by distributing a pattern of points in space so that there is an equal probability of finding any point in an infinitesimal volume and the probability that a point is in an infinitesimal volume is proportional to the volume. Now each point is assigned the property $\epsilon_{1}$ or $\epsilon_{2}$ with probability $\varphi$ or $1-\varphi$ by an independent random process and the space between the points has the same property as the nearest point. The space is thus divided into convex polyhedron-shaped cells.
An infinite family of symmetric cell materials may be obtained by replacing the initial Poisson pattern of points by any other pattern with arbitrary correlation between points and following the same construction.

A second example of a symmetric cell material is a modification of the above model proposed by Johnson and Mehl. ${ }^{6}$ They generalized the Poisson model by considering the distributed points to be nuclei

[^10]from which a constant rate of cell growth begins at different times. Frisch ${ }^{5}$ points out that, in two dimensions, one can visualize this model in terms of circular waves spreading from raindrops that fall at random into a puddle. The cells formed in this model no longer have plane or convex sides; instead they are star-shaped.

A third example of a symmetric cell material is a space packed with spheres of varying diameter. We assume then that if we allow spheres of all diameters, the space can be completely filled. The material property of each spherical cell is determined by an independent random process, where volume fraction $\varphi$ of the cells have property $\epsilon_{1}$ and $1-\varphi$ of the cells have property $\epsilon_{2}$. Such a material fulfills the four requirements of a symmetric cell material and (for small concentrations) will be useful as a model for spherical inclusions in a matrix. We can generalize this model to include distributions of any shape or combination of shape cells which completely fill the space (e.g., ellipsoids, cubes, and tetrahedrons).

In general, any subdivision of the space is admissible which fulfills the first two requirements mentioned and for which the property of each cell is determined by an independent random process where $P\left(\epsilon_{1}\right)=\varphi$ and $P\left(\epsilon_{2}\right)=1-\varphi$. Therefore, the geometry of individual cells can be extremely different in a symmetric cell material. We call a material which satisfies the four requirements listed above a symmetric cell material.

For a symmetric cell material we show in Appendix A, using the approach discussed in Sec. 2.2, that the three-point correlation functions that appear in Eqs. (2.3) and (2.4) are
$\gamma_{3 I}=\left\langle\epsilon^{\prime}(0) \epsilon^{\prime}(\mathbf{r}) \epsilon^{\prime}(\mathbf{s})\right\rangle=\epsilon_{1}^{\prime} \frac{\varphi(1-2 \varphi)}{(1-\varphi)^{2}} g(0, \mathbf{r}, \mathbf{s})$,

$$
\begin{align*}
\gamma_{3 J}= & \left\langle\frac{\epsilon^{\prime}(\mathbf{r}) \epsilon^{\prime}(\mathbf{s})}{\epsilon(0)}\right\rangle \\
= & \frac{\epsilon_{1}^{\prime 2}}{\epsilon_{1}} \frac{\varphi}{(1-\varphi)}[(2 \varphi-1)(\alpha-1) g(0, \mathbf{r}, \mathbf{s}) \\
& \quad+(\alpha-\varphi(\alpha-1)) f(\mathbf{r}, \mathbf{s})] \tag{2.13}
\end{align*}
$$

where $\alpha=\epsilon_{1} / \epsilon_{2} \geq 1, g(0, \mathbf{r}, \mathbf{s})$ is the conditional probability of a triangle (coordinates $0, \mathbf{r}, \mathbf{s}$ ) having all three vertices in a single cell given one vertex in the cell, and $f(\mathbf{r}, \mathbf{s})$ is the conditional probability of a line segment (coordinates $\mathbf{r}, \mathbf{s}$ ) having both ends in a single cell given one end in the cell.

Substituting Eqs. (2.12) and (2.13) into (2.3) and (2.4), respectively, we obtain

$$
\begin{equation*}
I=\frac{\epsilon_{1}^{\prime 3}}{\langle\epsilon\rangle^{2}} \frac{\varphi(1-2 \varphi)}{(1-\varphi)^{2}} G \tag{2.14}
\end{equation*}
$$

and

$$
\begin{align*}
& J=\frac{\epsilon_{1}^{\prime 2} \varphi}{\epsilon_{1}(1-\varphi)\langle\epsilon\rangle^{2}}[(2 \varphi-1)(\alpha-1) G \\
&+[\alpha-\varphi(\alpha-1)] F] \tag{2.15}
\end{align*}
$$

where

$$
\begin{equation*}
G=\frac{1}{16 \pi^{2}} \int_{V} \int_{V^{1}} \frac{\partial^{2} g(0, \mathbf{r}, \mathbf{s})}{\partial r_{3} \partial s_{3}} \frac{r_{i} s_{i}}{r^{3} s^{3}} d \mathbf{r} d \mathbf{s} \tag{2.16}
\end{equation*}
$$

and for $f(\mathbf{r}, \mathbf{s})=f(|\mathbf{r}-\mathbf{s}|)$ we can integrate $F$ to obtain

$$
\begin{equation*}
F=\frac{1}{16 \pi^{2}} \int_{V} \int_{V^{1}} \frac{\partial^{2} f(\mathbf{r}, \mathbf{s})}{\partial r_{3} \partial s_{3}} \frac{r_{i} s_{i}}{r^{3} s^{3}} d \mathbf{r} d \mathbf{s}=\frac{1}{3} \tag{2.17}
\end{equation*}
$$

From Eq. (2.16) we can see that $G$ is a number which depends only on the geometry of the cells.

Substituting Eqs. (2.14) and (2.15) into (2.1) and (2.2), respectively, we obtain the following bounds for $\epsilon^{*}$ :

$$
\begin{align*}
& \frac{\epsilon^{*}}{\left(\epsilon_{1} \epsilon_{2}\right)^{\frac{1}{2}}} \leq \frac{[1+\varphi(\alpha-1)]}{\alpha^{\frac{1}{2}}}\left[1-\frac{\varphi(\alpha-1)^{2}(1-\varphi)}{3[1+\varphi(\alpha-1)][1+\varphi(\alpha-1)+3(\alpha-1)(1-2 \varphi) G]}\right]  \tag{2.18}\\
& \frac{\epsilon^{*}}{\left(\epsilon_{1} \epsilon_{2}\right)^{\frac{1}{2}}} \geq \alpha^{\frac{1}{2}} /\left[\alpha-\varphi(\alpha-1)-\frac{\frac{4}{3}(\alpha-1)^{2}(1-\varphi) \varphi}{1+\alpha+3(2 \varphi-1)(\alpha-1) G}\right] \tag{2.19}
\end{align*}
$$

and

Therefore the upper and lower bounds on $\epsilon^{*}$ for the symmetric cell material depend on $\alpha$ and a single number $G$ which is characteristic of the average cell geometry.

For finite values of $\epsilon_{1}$ and $\epsilon_{2}$, we know that $\epsilon^{*}$ must be positive and finite. Brown ${ }^{7}$ proved that $\epsilon^{*}$

[^11]must obey the more restrictive condition
\[

$$
\begin{equation*}
1 /\langle 1 / \epsilon\rangle \leq \epsilon^{*} \leq\langle\epsilon\rangle \tag{2.20}
\end{equation*}
$$

\]

if the permittivity $\epsilon$ is considered a random function. Mathematically, we may express the former requirement as "the upper bound on $\epsilon^{*}$ must be positive and the lower bound on $\epsilon^{*}$ finite for all values of $\varphi$ and $\alpha$." In Appendix E we show that these restrictions on $\epsilon^{*}$
lead to the following bounds on $G$ :

$$
\begin{equation*}
\frac{1}{9} \leq G \leq \frac{1}{3} \tag{2.21}
\end{equation*}
$$

We conclude that any value of $G$ outside this range does not refer to a real cell geometry.

Furthermore, we find that when we substitute the value $G=\frac{1}{9}$ into the bounding equations (2.18) and (2.19), the two equations become asymptotic for small concentrations (i.e., $\varphi$ approaches zero or unity). In Appendix $F$ we show that this asymptotic solution is exactly the small concentration solution of spheres in a matrix. Similarly, putting $G=\frac{1}{3}$ into the bounding equations (2.18) and (2.19), the two equations are again asymptotic for small concentration; for this case the asymptotic solution is exactly the small concentration solution of randomly oriented plates in a matrix (see Appendix $F$ ). We therefore assign the geometric significance of a sphere to a $G$ of $\frac{1}{9}$ and a plate to a $G$ of $\frac{1}{3}$.

Hashin and Shtrikman ${ }^{2}$ have shown that the best bounds on $\epsilon^{*}$ for a two-phase statistically homogeneous and isotropic material, when only $\varphi$ is specified, are

$$
\begin{equation*}
\frac{\epsilon^{*}}{\left(\epsilon_{1} \epsilon_{2}\right)^{\frac{1}{2}}} \leq \alpha^{\frac{1}{2}}\left[1+\frac{3(1-\varphi)(1-\alpha)}{\varphi+\alpha(3-\varphi)}\right] \tag{2.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\epsilon^{*}}{\left(\epsilon_{1} \epsilon_{2}\right)^{\frac{1}{2}}} \geq \frac{1}{\alpha^{\frac{1}{2}}}\left[1+\frac{3 \varphi(\alpha-1)}{3+(1-\varphi)(\alpha-1)}\right] \tag{2.23}
\end{equation*}
$$

These bounds are the exact solution for a space filled with composite spheres where the upper bound represents a low-permittivity core enclosed in a high-permittivity shell and the lower bound represents the reverse situation. When the volume fraction of $\epsilon_{1}$ is small, the lower bound is the case of a high-permittivity sphere in a low-permittivity matrix. For this case Eq. (2.23) reduces to Eqs. (2.18) and (2.19) with $G=\frac{1}{9}$, which confirms our conclusion that $G=\frac{1}{9}$ represents a spherical cell shape. Similarly, when the volume fraction of $\epsilon_{1}$ approaches unity, the HashinShtrikman upper bound is the case of a low-permittivity sphere in a high-permittivity matrix. For this case Eq. (2.21) is equal to Eq. (2.18) and (2.19) with $G=\frac{1}{9}$, reconfirming that $G=\frac{1}{9}$ represents spherical cell shapes. When the volume fraction of the material with property $\epsilon_{1}$ is small (i.e., $\varphi$ approaches zero), Eq. (2.21) reduces to Eqs. (2.18) and (2.19) with $G=$ $\frac{1}{3}$. Similarly, when $\varphi$ approaches unity, Eq. (2.23) reduces to Eqs. (2.18) and (2.19) with $G=\frac{1}{3}$.

In Appendix $F$ we show that at small concentrations the new bounding equations are not restricted to


Fig. 1. Bounds on effective permittivity, $\alpha=10$, symmetric cell material. ——, Hashin-Shtrikman; ---, $G=\frac{1}{3} ; \ldots$, $G=\frac{1}{9}$.
symmetric cell materials, but hold for all two-phase statistically isotropic and homogeneous materials.

For $\varphi=\frac{1}{2}$ both bound equations [viz., Eqs. (2.18) and (2.19)] are independent of $G$, hence independent of the cell's geometry. The symmetric cell model for $\varphi=\frac{1}{2}$ becomes a symmetric random medium which is defined as a random medium satisfying

$$
\begin{aligned}
& P_{0 \cdots 0}\left(\mathbf{r}_{1}, \cdots, \mathbf{r}_{n}\right)=P_{1 \cdots 1}\left(\mathbf{r}_{1}, \cdots, \mathbf{r}_{n}\right) \\
& \\
& \text { for } n=1,2, \cdots .
\end{aligned}
$$

For a symmetric random medium it can be shown that odd-order correlation functions may be expressed in terms of lower-order correlation functions (see Frisch ${ }^{5}$ ); specifically, for the three-point correlation function, we have

$$
\begin{align*}
& \gamma_{3}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}\right) \\
& \quad=\frac{1}{2}\left[\gamma_{2}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)+\gamma_{2}\left(\mathbf{r}_{1}, \mathbf{r}_{3}\right)+\gamma_{2}\left(\mathbf{r}_{1}, \mathbf{r}_{3}\right)-\frac{1}{2}\right] \tag{2.24}
\end{align*}
$$

This equality for symmetric random media was used; the results were tabulated by Beran and Molyneux ${ }^{8}$ as a solution for Eqs. (2.1) and (2.2). These results are equivalent to the result obtained by solving Eqs. (2.18) and (2.19) for $\varphi=\frac{1}{2}$.

In Fig. 1, we plot Eqs. (2.18) and (2.19) for $\alpha=10$,

[^12]$G=\frac{1}{9}, G=\frac{1}{3}$, and the Hashin-Shtrikman bounds. We note that the new bounds offer a substantial improvement in the knowledge of $\epsilon^{*}$ for all values of $\varphi$. By "improvement" we mean the reduction in width of the new bounds as compared to the HashinShtrikman bounds. There is an improvement of $50 \%$ for $\varphi=\frac{1}{2}$ and greater improvement at other values of $\varphi$. For the small-concentration case the uncertainty in $\epsilon^{*}$ is virtually eliminated. The extreme values of bounds for $G=\frac{1}{3}$ and $G=\frac{1}{9}$ represent the extreme bounds for all symmetric cell materials. For all other values of $G$ the upper- and lower-bound curves fall inside these curves except at $\varphi=\frac{1}{2}$, where all upper-bound curves have the same $\epsilon^{*}$ and all lowerbound curves have the same $\epsilon^{*}$. With the information that we have a symmetric cell material, we have an improvement over the Hashin-Shtrikman bounds. The maximum improvement occurs at $\varphi=\frac{1}{2}$; there is a lesser improvement at other $\varphi$ 's.

In Fig. 1 we see that the bounds on $\epsilon^{*}$ are narrower for spheres ( $G=\frac{1}{9}$ ) than they are for plate ( $G=\frac{1}{3}$ ) for all values of $\varphi$ except, of course, $\varphi=\frac{1}{2}$, where all values of $G$ have the same bounds. This is due to the fact that there is a single degree of freedom (i.e., the location of the sphere center) associated with $G=\frac{1}{9}$ as compared to the more than two degrees of freedom (i.e., plate center and the rotation of the plate) associated with a $G=\frac{1}{3}$. Consequently, the greater geometric-configuration uncertainty leads to a greater uncertainty in the effective-material property. We are unable to give a physical argument as to why this geometric uncertainty has no effect for $\varphi=\frac{1}{2}$, although we have shown mathematically that the bounds are independent of cell shape for $\varphi=\frac{1}{2}$


Fig. 2. Bounds on effective permittivity, $\alpha=100$, symmetric cell material. ———, Hashin-Shtrikman; ---, $G=\frac{1}{3} ;-\cdots$, $G=\frac{1}{0}$.
[see Eqs. (2.18) and (2.19)]. The contrast in bound spread is more dramatically shown in Fig. 2, where the bounds are plotted for $\alpha=100$ and there is better than a $20 \%$ improvement for $\varphi=0.5$ and better than a $60 \%$ improvement for $\varphi=0.9$ for a $G$ of $\frac{1}{9}$.

For other values of $G$ the bounds always fall within the extreme bounds of $G=\frac{1}{3}$ and $G=\frac{1}{9}$. At small concentrations the bounds for $G=\frac{1}{9}$ and $G=\frac{1}{3}$ are narrower than they are for any other value of $G$. The physical reason for this is that a $G$ of $\frac{1}{3}$ or $\frac{1}{9}$ refers specifically to a single-cell geometry, while other $G$ values refer to many-cell geometries. In essence, this adds another degree of freedom and a corresponding increase in uncertainty of the effective property. In Appendix F we confirm this by showing that the bounding equations become asymptotic at small concentrations only for $G$ equal to $\frac{1}{9}$ and $\frac{1}{3}$.

## D. Asymmetric Cell Material

In this section we shall investigate a class of materials for which the geometry of the cells of the two materials is dissimilar. Consider the space to be subdivided by a large number of closed surfaces, and the enclosed regions shall be called cells. The subdivision of the space is arbitrary except for fulfilling the following requirements:
(1) Space is completely covered by cells;
(2) cells are distributed in a manner such that the material is statistically homogeneous and isotropic;
(3) the material property $\epsilon$ of a cell is statistically independent of the material property of any other cell.

We call such a material an asymmetric cell material, and a model of such a material may be obtained by the following construction: Distribute a pattern of black and white points by the Poisson process discussed in Sec. 2.3, where there are $\varphi \rho$ black points and $(1-\varphi) \rho$ white points per unit volume and $\rho$ is the total density of points. The black points will be seeds from which spherical cells grow, and the white points are seeds from which aspherical cells grow. When cell surfaces from two different seeds touch, growth at that point ceases; this process continues until the entire space is filled. We may consider this model, a generalization of the Poisson cell material, to be one example of an asymmetric cell material. An infinite family of asymmetric cell materials may be obtained by replacing the initial Poisson pattern of points by any other pattern with arbitrary correlation between points and following the same construction. This model can be further generalized by varying the
arrival time of points; this is similar to the JohnsonMehl model extension mentioned in Sec. 2.3. Since the color of the seed from which the cells grow are a priori statistically independent, therefore requirement (3) is satisfied.

Another example of an asymmetric cell material is a space packed with spheres and cubes of varying size. We assume that if we allow all sizes, the space can be completely filled for all volume fractions of spheres and cubes and that the packing can be carried out without preference as to whether a cube or sphere is being inserted at any given location. This model can be generalized to include many combinations of shape cells. Again requirement (3) is satisfied by the a priori random determination of cell shape at each location.

The basic difficulty in considering asymmetric, as opposed to symmetric, cell materials is in our ability to determine whether or not the material property is correlated to the cell's geometry. It will not always be possible to tell by observation whether such a correlation exists because contiguous cells may have the same property; therefore the boundary and the cell shape will not be determined by observation.
Using the approach discussed in Sec. 2.2 for the asymmetric cell material, we derive in Appendix A the following three-point correlation functions:

$$
\begin{align*}
\gamma_{3 I} & =\left\langle\epsilon^{\prime}(0) \epsilon^{\prime}(\mathbf{r}) \epsilon^{\prime}(\mathbf{s})\right\rangle \\
& =\epsilon_{1}^{\prime 3}\left[\varphi \mathbf{g}_{1}(0, \mathbf{r}, \mathbf{s})-\frac{\varphi^{3}}{(1-\varphi)^{2}} g_{2}(0, \mathbf{r}, \mathbf{s})\right] \tag{2.25}
\end{align*}
$$

and

$$
\begin{align*}
\gamma_{3 J}= & \left\langle\frac{\epsilon^{\prime}(\mathbf{r}) \epsilon^{\prime}(\mathbf{s})}{\epsilon(0)}\right\rangle \\
= & \frac{\epsilon_{1}^{\prime 2}}{\epsilon_{1}} \frac{\varphi}{(1-\varphi)}\left[(\alpha-1)\left(\varphi^{2} g_{2}(0, \mathbf{r}, \mathbf{s})\right)\right. \\
& +(1-\varphi)^{2} g_{1}(0, \mathbf{r}, \mathbf{s}) \\
& +(\varphi(1-\alpha)+\alpha) \frac{(1-\varphi)}{\varphi} f_{1}^{11}(\mathbf{r}, \mathbf{s}) \\
& \left.+\frac{\varphi}{(1-\varphi)} f_{2}^{11}(\mathbf{r}, \mathbf{s})\right], \tag{2.26}
\end{align*}
$$

where $g_{n}(0, \mathbf{r}, \mathbf{s})$ is the conditional probability of a triangle ( $0, \mathbf{r}, \mathbf{s}$ ) having all three vertices in a single cell of material $\epsilon_{n}$, given that one vertex is in the cell, and $f_{n}^{-11}(\mathbf{r}, \mathbf{s})$ is the probability of a line segment $(\mathbf{r}, \mathbf{s})$ having both ends in a single cell of material property $\epsilon_{n}$.
Substituting Eqs. (2.25) and (2.26) into (2.3) and (2.4), we obtain

$$
\begin{equation*}
I=\frac{\varphi \epsilon_{1}^{3}}{\langle\epsilon\rangle^{2}}\left[G_{1}-\frac{\varphi^{2}}{(1-\varphi)^{2}} G_{2}\right] \tag{2.27}
\end{equation*}
$$

and

$$
\begin{align*}
J= & \frac{\epsilon_{1}^{\prime 2}}{\epsilon_{1}(\epsilon)^{2}} \frac{\varphi}{(1-\varphi)}\left[(\alpha-1)\left(\varphi^{2} G_{2}-(1-\varphi)^{2} G_{1}\right)\right. \\
& \left.+(\alpha+\varphi(1-\alpha))\left(\frac{(1-\varphi)}{\varphi} F_{1}+\frac{\varphi}{(1-\varphi)} F_{2}\right)\right], \tag{2.28}
\end{align*}
$$

where we define

$$
\begin{gather*}
G_{n}=\frac{1}{16 \pi^{2}} \int_{V} \int_{V^{1}} \frac{\partial^{2} g_{n}(0, \mathbf{r}, \mathbf{s})}{\partial r_{3} \partial s_{3}} \frac{r_{i} s_{i}}{r^{3} \mathbf{s}^{3}} d \mathbf{r} d \mathbf{s},  \tag{2.29}\\
F_{n}=\frac{1}{16 \pi^{2}} \int_{V} \int_{V^{1}} \frac{\partial^{2} \bar{f}_{n}(\mathbf{r}, \mathbf{s})}{\partial r_{3} \partial s_{3}} \frac{r_{i} s_{i}}{r^{3} s^{3}} d \mathbf{r} d \mathbf{s} \tag{2.30}
\end{gather*}
$$

By integration of Eq. (2.30), we find that $F_{1}=\varphi / 3$ and $F_{2}=(1-\varphi) / 3$. Following the same argument outlined in Sec. 2.3, we conclude that $G_{1}$ and $G_{2}$ are numbers that depend only on the geometries of the average cell of material property $\epsilon_{1}$ and $\epsilon_{2}$, respectively.
By use of Eqs. (2.27) and (2.28), we may recast (2.1) and (2.2) as

$$
\begin{align*}
\frac{\epsilon^{*}}{\left(\epsilon_{1} \epsilon_{2}\right)^{\frac{1}{2}}} \leq & \frac{1}{\alpha^{\frac{1}{2}}}[1+\varphi(\alpha-1) \\
& \left.-\frac{\frac{1}{3} \varphi(1-\varphi)(\alpha-1)^{2}}{1+(\alpha-1)\left\{\varphi+3\left[(1-\varphi)^{2} G_{1}-\varphi^{2} G_{2}\right]\right\}}\right] \tag{2.31}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{\epsilon^{*}}{\left(\epsilon_{1} \epsilon_{2}\right)^{\frac{1}{2}}} \geq \alpha^{\frac{1}{2}} /\{[\alpha-\varphi(\alpha-1)] \\
&\left.-\frac{\frac{4}{3}(1-\alpha)^{2}(1-\varphi) \varphi}{1+\alpha+3(\alpha-1)\left[\varphi^{2} G_{2}-(1-\varphi)^{2} G_{1}\right]}\right\} \tag{2.32}
\end{align*}
$$

If $G_{1}$ and $G_{2}$ are equal, Eqs. (2.31) and (2.32) reduce to the symmetric cell material bounding equation, as is to be expected. In general, we see that the bounding equations now depend on a pair of numbers $G_{1}$ and $G_{2}$ which characterize the cell geometry of the two materials.

Using the same physical criteria as we did for the symmetric cell material, we can bound $G_{1}$ and $G_{2}$ so that

$$
\begin{align*}
& \frac{1}{9} \leq G_{1} \leq \frac{1}{3},  \tag{2.33}\\
& \frac{1}{9} \leq G_{2} \leq \frac{1}{3}, \tag{2.34}
\end{align*}
$$

For all possible values of $\alpha, \varphi, G_{1}$, and $G_{2}$, the bounding equations are inside the Hashin-Shtrikman bounds. The bounding Eqs. (2.31) and (2.32) attaii
their highest upper bound and lowest lower bound for the combinations $G_{1}=\frac{1}{3}, G_{2}=\frac{1}{9}$ and $G_{1}=\frac{1}{9}, G_{3}=\frac{1}{3}$, respectively. Hence, these combinations constitute absolute bounds for asymmetric cell materials; since the Hashin-Shtrikman bounds refer to a real physical geometry and fall outside these bounds, an explanation is necessary. The apparent discrepancy is due to the fact that the specific geometry to which the Hashin-Shtrikman bounds refer is concentric spheres, which are part of a class of materials which violate our assumption that the material property of a cell be statistically independent of the material property of any other cell.

For $\varphi$ approaching zero the new bounding equations converge to the Hashin-Shtrikman upper bound when $G_{1}=\frac{1}{3}$ and to the Hashin-Shtrikman lower bound when $G_{1}=\frac{1}{9}$. When $\varphi$ approaches unity, the same convergence occurs with $G_{2}=\frac{1}{9}$ and $G_{2}=\frac{1}{3}$, respectively. In Appendix $F$ we show that the new bounding equations are not restricted to asymmetric cell materials, but hold for all two-phase statistically homogeneous and isotropic materials.

In Figs. 3 and 4 we plot the new bounds for the combinations $G_{1}=\frac{1}{9}, G_{2}=\frac{1}{3}$ and $G_{2}=\frac{1}{9}, G_{1}=\frac{1}{3}$, and the Hashin-Shtrikman bounds for $\alpha=10$ and $\alpha=100$. We see that the shape of the bounds found for the symmetric cell material is replaced by a shape


Fig. 3. Bounds on effective permittivity, $\alpha=10$, asymmetric cell material. $\quad$, Hashin-Shtrikman; $--\left(G_{1}=\frac{1}{3}, G_{2}=\frac{1}{6}\right)$; $--\left(G_{1}=\frac{1}{9}, G_{2}=\frac{1}{3}\right)$.


Fig. 4. Bounds on effective permittivity, $\alpha=100$, asymmetric cell material. $-\quad$, Hashin-Shtrikman; $--\left(G_{1}=\frac{1}{3}, G_{2}=\frac{1}{9}\right)$; $\cdots-\left(G_{1}=\frac{1}{0}, G_{2}=\frac{1}{3}\right)$.
that is similar to the shape of the Hashin-Shtrikman bounds. A comparison of the improvement in resolution shows that the improvement decreases with $\alpha$ and is best at small concentrations (i.e., $\varphi$ approaches zero or unity). The improvement at $\varphi=0.5$ for $\alpha=2$ is $80 \%$, for $\alpha=10$ is $45 \%$, and for $\alpha=50$ is $20 \%$.

In the limit $\alpha$ approaches infinity, we compare the absolute bounds for the asymmetric cell material with the Hashin-Shtrikman bounds.

|  | Upper bound | Lower bound |
| :--- | :--- | :--- |
| Asymmetric cell <br> material | $\frac{2 \varphi \alpha^{\frac{1}{2}}}{3} \frac{\left(1-\varphi+\varphi^{2}\right)}{\left(1-\varphi+\frac{2}{3} \varphi^{2}\right)}$ | $\frac{\alpha^{-\frac{1}{2}}\left(1+\varphi+\varphi^{2}\right)}{(1-\varphi)}\left(1-\varphi+\varphi^{2}\right)$ |
| Hashin- <br> Shtrikman | $\frac{2 \varphi \alpha^{\frac{1}{2}}}{3-\varphi}$ | $\frac{\alpha^{-\frac{1}{2}}}{(1-\varphi)}(1+2 \varphi)$ |

For all values of $\alpha>1$ the asymmetric cell material bounds are inside the Hashin-Shtrikman bounds.

## E. Determination of $G_{1}$ and $G_{2}$

In the preceding sections we have shown that improved bounds for the effective permittivity may be determined if a single number $G$ is known for a symmetric cell material and a pair of numbers $G_{1}$ and $G_{2}$ is known for an asymmetric cell material. We shall discuss here a number of alternate ways of determining these $G$ 's for real materials which fall within our two bound classifications.
First, we already know that spherically shaped cells have a $G$ of $\frac{1}{9}$ and plate-shaped cells have a $G$ of $\frac{1}{3}$. If observation of the material cross section reveals
either or both of these cell shapes, we know the corresponding $G$. This method of observation may be extended to cell shapes whose $G$ is determined by any of the subsequent methods.
Although we have shown that the bounds converge at small concentrations only for $G$ 's of $\frac{1}{3}$ and $\frac{1}{9}$, the bounds also converge when we consider small perturbations (i.e., $\alpha$ approaches unity). This convergence is expected because Beran ${ }^{1}$ used the small perturbation solution as the admissible function in the variational principles to determine the bounding equations (2.1) and (2.2). If we let $\varphi$ approach zero or unity, let $\alpha$ approach unity in the bounding equations, and set the coincident solution equal to the small concentration solution for any shape inclusion, we can solve for $G$. Using the small concentration solutions summarized by Reynolds and Hough, ${ }^{9}$ we find we can solve for the $G$ of all randomly oriented spheroids. We find that for needles $G=\frac{1}{6}$, oblate spheroids $\frac{1}{9}<G<\frac{1}{6}$, and prolate spheroids $\frac{1}{6}<G<\frac{1}{3}$ (see Appendix F).
If it is possible to construct a small-concentration sample of the composite of interest without changing the cell shape, bounds may be found on $G$ by measuring the effective property of the sample and putting this value in the bounding equations. Since the accuracy of this method increases with decreasing $\alpha$, it might be advantageous under certain circumstances to measure the effective property for which $\alpha$ is the smallest (i.e., although the $\alpha$ for dielectric constant is high, the $\alpha$ for thermal conductivity might be small). This must be tempered by the knowledge of which effective property may be most accurately measured and the difficulty of making measurements for small $\alpha$. This method is applicable for determining the value of $G$ for irregular cell shapes.
$G_{1}$ and $G_{2}$ may also be determined from their defining equation (2.29). In order to determine $g_{1}(0, r, s)$ and $g_{2}(0, r, s)$, the following mathematical experiment must be performed. The experiment consists of measuring the frequency with which the vertices of a triangle of coordinates ( $0, \mathbf{r}, \mathbf{s}$ ), dropped randomly on a cross section of the composite, fall within a single cell. This experiment must be repeated for various triangle coordinates. Corson ${ }^{10}$ has performed an experiment similar to this, in which he measures the frequency with which all three vertices of the triangle fall in any cell having the same property, for composites of sintered metals. The experiment for determining $g_{1}(0, \mathrm{r}, \mathrm{s})$ and $g_{2}(0, \mathrm{r}, \mathrm{s})$ may also be

[^13]conducted on a computer by characterizing the cell boundaries by a coordinate address and the location and orientation of the randomly thrown triangle by random numbers. A criterion can be established for determining whether or not the triangle vertices are inside a cell; then the determination of $g_{1}(0, r, s)$ and $G$ follows directly.

## F. Higher-Order Correlation Functions

We have seen in the preceding sections that the three-point correlation function provides information about the geometry of the cells which compose the material, and this information reduces our uncertainty concerning the effective property of the composite. For a fixed volume fraction we note that platelike cells in a matrix have higher effective properties than spherelike cells. We reason that the higher effective property is related to the greater tendency of a fixed volume fraction of plates to form a continuous or nearly continuous path through the material than spheres. Thus the cell geometry that tends to form a continuous path is more strongly felt and leads to an effective property near the HashinShtrikman upper bound for $\varphi<\frac{1}{2}$. Based on these observations, we expect higher-order correlation functions to contribute geometrical information concerning the tendency of cells to form paths through the composite.

On the above supposition, it might be possible to devise a systematized approach to determine the degree to which a particular cell arrangement tends to form a continuous path. From this determination we could determine whether an estimate of the effective property should be made near the upper or the lower bound for a particular set of $G$ 's.

## G. Empirical Validation

A large number of experimental studies of the effective properties of two-phase materials are available in the literature. ${ }^{11-15}$ A relation which Landauer has given for a mixture of materials where all the regions are spherical is

$$
\begin{align*}
& \varphi\left(\epsilon_{1}-\epsilon^{*}\right) /\left(\epsilon_{1}+2 \epsilon^{*}\right) \\
& \quad+(1-\varphi)\left(\epsilon_{2}-\epsilon^{*}\right) /\left(\epsilon_{2}+2 \epsilon^{*} \varphi\right)=0 . \tag{2.35}
\end{align*}
$$

Landauer found this expression to be a good approximation to most of the experimental data he analyzed

[^14]

Fig. 5. Comparison of Landauer equation with bounds, $\alpha=20$. ---, Landauer equation; - Hashin-Shtrikman; $-\ldots$, $G=\frac{1}{9}$.
(e.g., $\mathrm{Cd}-\mathrm{Pb}$, Matthiesson; $\mathrm{Cu}-\mathrm{Fe}$, Ruer and Fick; $\mathrm{CuSb}-\mathrm{Sb}$, Stephens; $\mathrm{Bi}_{\mathrm{i}} \mathrm{Bi}_{2} \mathrm{~Pb}$, Herod). In Fig. 5 we see that Eq. (2.35) always falls inside the bounding equation for spheres (i.e., $G_{1}=G_{2}=\frac{1}{9}$ ); thus all these experimental data verify the assumption of spherical cells.

For dilute suspensions of regularly shaped particles we have shown that the bounding equations converge to the exact solutions; hence these results are verified by all dilute suspension measurements of regularly shaped particles that agree with the previously derived exact solutions.

For the other experimental studies it is difficult to make comparisons because the shape factors $G_{1}$ and $G_{2}$ are unknown for the materials tested.

## 3. SIGNIFICANCE OF $G$

Improved bounds for the effective permittivity are determined if a single number $G$ is known for a symmetric cell material and a pair of numbers $G_{1}$ and $G_{2}$ are known for an asymmetric cell material. The concept of this number $G$ is linked to the cell material from which it was derived; hence, to understand its usefulness, we must examine the limitations of the cell-material model. The fundamental assumption required to define the cell-material model used in this paper was that the property of a cell be independent of the property of any other cell. The question then is, How does this requirement limit the physical models which can be represented by the cell material?

First, let us consider the case of a dilute suspension. For this case, there is no problem since we can consider the suspension materials to be cells of a particular
distribution of sizes and shapes and the matrix material to be made up of cells of all sizes and shapes. For such a combination of materials, we can pack a space without preference regarding the type of cell which is inserted at any location. The cells of the suspension are far apart so their shape will not interfere with the packing procedure, and there is so much freedom in the size and shape of the matrix material cells that we are certain that the space can be completely filled without violating the fundamental assumption. Since the bounds on effective properties for the dilute suspension are independent of the $G$ value of the matrix cells, the cell-material model is applicable to dilute suspensions without difficulty. This even applies when the actual construction of the material violates the fundamental assumption, i.e., suspended particles tend to cluster together, since we can consider the clustered particles to be a single cell of a different geometry. Since we have left so much freedom in the cell construction of the matrix, we will not violate the assumption of the cell-material model. This will be true even when the clustered particles are not contiguous since we can make them mathematically contiguous with appropriate imaginary slices through the matrix material. This is further verified by the fact that we can derive the bound equations for dilute suspensions without the cell-model assumption.

Let us attempt to generalize this model to the finite suspension. Since the suspension particles are close to each other, we see that a problem can arise when we attempt to pack an empty space without regard as to which type cell is inserted; i.e., assume the suspension is made up of spheres of the same diameter which will not fit at certain locations in the packing procedure. On the other hand, if we allow the suspension spheres to be any diameter, we can still fill the space without violating the fundamental assumption. Thus we see that, for the finite suspension, there are certain restrictions on the size and shape of the distribution of cells which will satisfy the assumptions of the cell-material model. What happens when we have a distribution of suspended particle sizes and shapes that violates the fundamental assumption? It was never assumed in the development of the cell-material model that the cell shape and size distributions be the same as particle shape and size distribution; therefore, the cell-material model is so general that cells of some value $G$ will be a good approximation to any finite suspension. The problem, however, is that in this case observation might lead to a false conclusion as to which $G$ is appropriate, although it is doubtful that the new $G$ will vary much from the
$G$ that represents the particle shape. Since the bounds on effective properties of finite suspensions depend on the value of $G_{2}$ of the matrix cells (whose shape and size were left arbitrary to assure filling the space without violating the fundamental assumption), the bounds will be those defined by $G_{1}$ of the suspended particles and the values of $G_{2}$ (in the range $\frac{1}{9}$ to $\frac{1}{3}$ ) which give the highest upper and lowest lower bound. These bounds will still result in a substantial improvement over the Hashin-Shtrikman bounds for volume fractions of up to approximately 0.6 .

For cell-like materials (e.g., sintered materials and eutectic alloys), the cell model is a natural representation, and the $G$ values will represent the geometries of the component cells.

We can not represent every mixture by a cellmaterial model, as evidenced by the fact that the Hashin-Shtrikman bounds which refer to concentric spheres fall outside the range of our bounds. But even in this case, which clearly violates the fundamental assumption of the cell-material model, the Hashin-Shtrikman bounds only deviate slightly from the extreme bounds $\left(G_{1}=\frac{1}{3}, G_{2}=\frac{1}{9}\right.$ and $G_{1}=\frac{1}{9}$, $G_{2}=\frac{1}{3}$ ) for all values of volume fraction and the cell model is a fair approximation.

## APPENDIX A: DERIVATION OF THREEPOINT CORRELATION FUNCTIONS

The two three-point correlation functions defined in Sec. 2 are

$$
\begin{equation*}
\gamma_{3 I} \equiv\left\langle\epsilon^{\prime}(0) \epsilon^{\prime}(\mathbf{r}) \epsilon^{\prime}(\mathbf{s})\right\rangle \tag{A1}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{3 J} \equiv\left\langle\frac{\epsilon^{\prime}(\mathbf{r}) \epsilon^{\prime}(\mathbf{s})}{\epsilon(0)}\right\rangle \tag{A2}
\end{equation*}
$$

For a two-phase cell-like material we can write Eq. (A1) in the alternate form

$$
\begin{align*}
\gamma_{3 I}= & \epsilon_{1}^{\prime 3} \bar{g}_{1}+\epsilon_{2}^{\prime 3} \bar{g}_{2}+\epsilon_{1}^{\prime 3}\left[\bar{h}_{11}+\bar{h}_{11}^{1}+\bar{h}_{11}^{1}\right] \\
& +\epsilon_{1}^{\prime 2} \epsilon_{2}^{\prime}\left[\bar{h}_{12}+\bar{h}_{12}^{1}+\bar{h}_{12}^{11}\right] \\
& +\epsilon_{1}^{\prime} \epsilon_{2}^{\prime 2}\left[\bar{h}_{21}^{11}+\bar{h}_{21}^{1}+\bar{h}_{21}\right]+\epsilon_{2}^{\prime 3}\left[\bar{h}_{22}+\bar{h}_{22}^{1}+\bar{h}_{22}^{11}\right] \\
& +\epsilon_{1}^{\prime 3} Z_{111}+\epsilon_{1}^{\prime 2} \epsilon_{2}^{\prime}\left[Z_{112}+Z_{121}+Z_{211}\right] \\
& \left.+\epsilon_{1}^{\prime} \epsilon_{2}^{\prime 2}\left[Z_{112}+Z_{212}+Z_{221}\right]+\epsilon_{2}^{\prime 3} Z_{222}, \quad \text { (A) }\right) \tag{A3}
\end{align*}
$$

where

$$
\epsilon_{1}^{\prime}=\epsilon_{1}-\langle\epsilon\rangle, \quad \epsilon_{2}^{\prime}=\epsilon_{2}-\langle\epsilon\rangle,
$$

$\bar{g}_{n}=\bar{g}_{n}(0, \mathbf{r}, \mathbf{s})$ is the probability that three points $(0, \mathbf{r}, \mathbf{s})$ are in the same cell with material property $\epsilon_{n}$;
$\bar{h}_{n m}=\bar{h}_{n m}(0, \mathbf{r}, \mathbf{s})$ is the probability that two points $(0, r)$ are in the same cell with material property $\epsilon_{n}$ and a point (s) is in another cell with material property $\epsilon_{m}$;
$\bar{h}_{n m}^{1}=\bar{h}_{n m}^{1}(0, \mathbf{r}, \mathbf{s})$ is the probability that two points $(0, s)$ are in the same cell with material property $\epsilon_{n}$ and a point ( $\mathbf{r}$ ) is in another cell with material property $\epsilon_{m}$;
$\bar{h}_{n m}^{11}=\bar{h}_{n m}^{11}(0, \mathbf{r}, \mathbf{s})$ is the probability that two points $(\mathbf{r}, \mathbf{s})$ are in the same cell with material property $\epsilon_{n}$ and a point ( 0 ) is in another cell with material property $\epsilon_{m}$;
$Z_{n m p}=Z_{n m p}(0, \mathbf{r}, \mathbf{s})$ is the probability that three points are in three different cells, where points $0, \mathbf{r}$, and $\mathbf{s}$ are in cells with material properties $\epsilon_{n}, \epsilon_{m}$, and $\epsilon_{p}$, respectively.
Also

$$
\begin{equation*}
\bar{g}_{1}=\varphi g_{1}, \quad \bar{g}_{2}=(1-\varphi) g_{2} \tag{A4}
\end{equation*}
$$

where
$g_{n}=g_{n}(0, \mathbf{r}, \mathbf{s})$ is the conditional probability that all three points are in the same cell of material property $\epsilon_{n}$, given that one of the points is in a cell with material property $\epsilon_{n}$.

We assume

$$
\begin{array}{ll}
\bar{h}_{11}=\varphi^{2} h_{1}, & \bar{h}_{12}=\varphi(1-\varphi) h_{1} \\
\bar{h}_{21}=(1-\varphi) \varphi h_{2}, & \bar{h}_{22}=(1-\varphi)^{2} h_{2} \\
\bar{h}_{11}^{1}=\varphi^{2} h_{1}^{1}, & \bar{h}_{12}^{1}=\varphi(1-\varphi) h_{1}^{1} \\
\bar{h}_{21}^{1}=(1-\varphi) \varphi h_{2}^{1}, & \bar{h}_{22}^{1}=(1-\varphi)^{2} h_{2}^{1}  \tag{A5}\\
\bar{h}_{11}^{11}=\varphi^{2} h_{1}^{11}, & \bar{h}_{12}^{11}=\varphi(1-\varphi) h_{1}^{11} \\
\bar{h}_{21}^{1}=(1-\varphi) \varphi h_{2}^{11}, & \bar{h}_{22}^{1}=(1-\varphi)^{2} h_{2}^{11}
\end{array}
$$

This assumption implies that the material property of a cell is statistically independent of the material property of any other cell.

Also we assume
$Z_{111}=\varphi^{3} Z, \quad Z_{112}=Z_{211}=Z_{121}=\varphi^{2}(1-\varphi) Z$,
$Z_{122}=Z_{212}=Z_{221}=\varphi(1-\varphi)^{2} Z, \quad Z_{222}=(1-\varphi)^{3} Z$,
where
$h_{n}=h_{n}(0, \mathbf{r}, \mathbf{s})$ is the conditional probability that two points $(0, \mathbf{r})$ are in the same cell and point ( $\mathbf{s}$ ) is in another cell, given that one point ( 0 or $\mathbf{r}$ ) is in a cell of property $\epsilon_{n}$;
$h_{n}^{1}=h_{n}^{1}(0, \mathbf{r}, \mathbf{s})$ is the conditional probability that two points $(0, r)$ are in the same cell and point $(r)$ is in another cell, given that one point ( 0 or $\mathbf{s}$ ) is in a cell of property $\epsilon_{n}$;
$h_{n}^{11}=h_{n}^{11}(0, \mathbf{r}, \mathbf{s})$ is the conditional probability that two points ( $r, s$ ) are in the same cell and point $(0)$ is in another cell, given that one point ( r or s ) is in a cell of property $\epsilon_{n}$;
$Z=Z(0, \mathrm{r}, \mathrm{s})$ is the probability that three points are in different cells.

By taking into account all possible ways that three points can fall into a cell material, we have

$$
\begin{align*}
Z= & 1-\bar{g}_{1}-\bar{g}_{2}-\bar{h}_{11}-\bar{h}_{11}^{1}-h_{11}^{11}-\bar{h}_{12}-\bar{h}_{12}^{1} \\
& -\bar{h}_{12}^{11}-\bar{h}_{21}-\bar{h}_{21}^{1}-\bar{h}_{21}^{11}-\bar{h}_{22}-\bar{h}_{22}^{1}-\bar{h}_{22}^{11} \tag{A7}
\end{align*}
$$

or

$$
\begin{align*}
& Z=1-\varphi g_{1}-(1-\varphi) g_{2}-\varphi\left(h_{1}+h_{1}^{1}+h_{1}^{11}\right) \\
&-(1-\varphi)\left(h_{2}+h_{2}^{1}+h_{2}^{11}\right) . \tag{A8}
\end{align*}
$$

Substituting into Eq. (A3), we obtain

$$
\begin{align*}
\gamma_{3 I}= & \epsilon_{1}^{\prime 3} \varphi g_{1}+\epsilon_{2}^{\prime 3}(1-\varphi) g_{2} \\
& +\left(\epsilon_{1}^{\prime 3} \varphi^{2}+\epsilon_{1}^{\prime 2} \epsilon_{2}^{\prime} \varphi(1-\varphi)\right)\left(h_{1}+h_{1}^{1}+h_{1}^{11}\right) \\
& +\left(\epsilon_{1}^{\prime} \epsilon_{2}^{\prime 2} \varphi(1-\varphi)+\epsilon_{2}^{\prime 3}(1-\varphi)^{2}\right)\left(h_{2}+h_{2}^{1}+h_{2}^{11}\right) \\
& +\left(\epsilon_{1}^{\prime 3} \varphi^{3}+3 \epsilon_{1}^{\prime 2} \epsilon_{2}^{\prime} \varphi^{2}(1-\varphi)+3 \epsilon_{1}^{\prime} \epsilon_{2}^{\prime 2} \varphi(1-\varphi)^{2}\right. \\
& \left.+\epsilon_{2}^{\prime 3}(1-\varphi)^{3}\right)\left(1-\varphi g_{1}-(1-\varphi) g_{2}\right. \\
& \left.-\varphi\left(h_{1}+h_{1}^{1}+h_{1}^{11}\right)-(1-\varphi)\left(h_{2}+h_{2}^{1}+h_{2}^{11}\right)\right) . \tag{A9}
\end{align*}
$$

Now

$$
\begin{align*}
f_{n}(\mathbf{r}) & =g_{n}+h_{n}, \\
f_{n}^{1}(\mathbf{s}) & =g_{n}+h_{n}^{1},  \tag{A10}\\
f_{n}^{11}(\mathbf{r}, \mathbf{s}) & =g_{n}+h_{n}^{11},
\end{align*}
$$

where $f_{n}(\mathbf{r})$ is the conditional probability that 2 points $(0, \mathbf{r})$ are in the same cell with material property $\epsilon_{n}$, given that one point is in a cell with material property $\epsilon_{n} ; f_{n}^{1}(\mathbf{r})$ and $f_{n}^{11}(|\mathbf{r} \cdot \mathbf{s}|)$ are defined in a similar way, except they refer to points ( $0, \mathbf{s}$ ) and ( $\mathbf{r}, \mathbf{s}$ ), respectively.
Substituting for the $h$ 's in Eq. (A9) and using the equality $\varphi \epsilon_{1}^{\prime}=-(1-\varphi) \epsilon_{2}^{\prime}$, we obtain for any cell material

$$
\begin{equation*}
\gamma_{3 I}=\epsilon_{1}^{\prime 3} \varphi\left[g_{1}-\frac{\varphi^{2}}{(1-\varphi)^{2}} g_{2}\right] . \tag{A11}
\end{equation*}
$$

If we assume a symmetric cell material ( $g_{1}=g_{2}=g$ ), we obtain

$$
\begin{equation*}
\gamma_{3 I}=\epsilon_{1}^{\prime 3} \frac{\varphi(1-2 \varphi)}{(1-\varphi)^{2}} g . \tag{A12}
\end{equation*}
$$

Using the same approach to derive $\gamma_{3 J}$, we can
write Eq. (A2) in the alternate form

$$
\begin{align*}
\gamma_{3 J}= & \frac{\epsilon_{1}^{\prime 2}}{\epsilon_{1}} \bar{g}_{1}+\frac{\epsilon_{2}^{\prime 2}}{\epsilon_{2}} \bar{g}_{2}+\frac{\epsilon_{1}^{\prime 2}}{\epsilon_{1}}\left(\bar{h}_{11}+\bar{h}_{11}+\bar{h}_{11}\right) \\
& +\frac{\epsilon_{1}^{\prime} \epsilon_{2}^{\prime}}{\epsilon_{1}}\left(\bar{h}_{12}+\bar{h}_{12}\right)+\frac{\epsilon_{1}^{\prime} \epsilon_{1}^{\prime}}{\epsilon_{2}} \bar{h}_{12}^{11}+\frac{\epsilon_{2}^{\prime} \epsilon_{1}^{\prime}}{\epsilon_{2}}\left(\bar{h}_{21}+\bar{h}_{21}^{1}\right) \\
& +\frac{\epsilon_{2}^{\prime} \epsilon_{2}^{\prime}}{\epsilon_{1}} \bar{h}_{21}+\frac{\epsilon_{2}^{\prime 2}}{\epsilon_{2}}\left(\bar{h}_{22}+\bar{h}_{22}^{1}+\bar{h}_{22}^{11}\right) \\
& +\frac{\epsilon_{1}^{\prime 2}}{\epsilon_{1}} Z_{111}+\frac{\epsilon_{1}^{\prime 2}}{\epsilon_{2}} Z_{211}+\frac{\epsilon_{1}^{\prime} \epsilon_{2}^{\prime}}{\epsilon_{1}}\left(Z_{121}+Z_{112}\right) \\
& +\frac{\epsilon_{1}^{\prime} \epsilon_{2}^{\prime}}{\epsilon_{2}}\left(Z_{212}+Z_{221}\right)+\frac{\epsilon_{2}^{\prime 2}}{\epsilon_{1}} Z_{122}+\frac{\epsilon_{2}^{\prime 2}}{\epsilon_{2}} Z_{222} . \tag{A13}
\end{align*}
$$

By use of the relations developed before, we rewrite Eq. (Al3) as

$$
\begin{align*}
\gamma_{3 J}= & \frac{\epsilon_{1}^{\prime 2}}{\epsilon_{1}} \varphi g_{1}+\frac{\epsilon_{2}^{\prime 2}}{\epsilon_{2}}(1-\varphi) g_{2} \\
& +\left(\frac{\epsilon_{1}^{\prime 2}}{\epsilon_{1}} \varphi^{2}+\frac{\epsilon_{1}^{\prime} \epsilon_{2}^{\prime}}{\epsilon_{1}} \varphi(1-\varphi)\right)\left(h_{1}+h_{1}^{\prime}\right) \\
& +\left(\frac{\epsilon_{1}^{\prime 2}}{\epsilon_{1}} \varphi^{2}+\frac{\epsilon_{1}^{\prime 2}}{\epsilon_{1}} \varphi(1-\varphi)\right) h_{1}^{11} \\
& +\left(\frac{\epsilon_{2}^{\prime} \epsilon_{1}^{\prime}}{\epsilon_{2}} \varphi(1-\varphi)+\frac{{\frac{\epsilon_{2}^{\prime}}{2}}_{\epsilon_{2}}^{\epsilon_{2}}}{}(1-\varphi)^{2}\right)\left(h_{2}+h_{2}^{\prime}\right) \\
& +\left(\frac{\left(\frac{\epsilon_{2}^{\prime 2}}{\epsilon_{1}} \varphi(1-\varphi)+\frac{\epsilon_{2}^{\prime 2}}{\epsilon_{2}}(1-\varphi)^{2}\right) h_{2}^{11}}{}\right. \\
& +\left(\frac{\epsilon_{1}^{\prime 2}}{\epsilon_{1}} \varphi^{3}+\frac{\epsilon_{1}^{\prime 2}}{\epsilon_{2}} \varphi^{2}(1-\varphi)+2 \frac{\epsilon_{1}^{\prime} \epsilon_{2}^{\prime}}{\epsilon_{1}} \varphi^{2}(1-\varphi)\right. \\
& +2 \frac{\epsilon_{1}^{\prime} \epsilon_{2}^{\prime}}{\epsilon_{2}} \varphi(1-\varphi)^{2}+\frac{\epsilon_{2}^{\prime 2}}{\epsilon_{1}} \varphi(1-\varphi)^{2} \\
& \left.+\frac{\epsilon_{2}^{\prime 2}}{\epsilon_{2}}(1-\varphi)^{3}\right)\left(1-\varphi g_{1}-(1-\varphi) g_{2}\right. \\
& \left.-\varphi\left(h_{1}+h_{1}^{1}+h_{1}^{11}\right)-(1-\varphi)\left(h_{2}+h_{2}^{1}+h_{2}^{11}\right)\right) . \tag{A14}
\end{align*}
$$

Substituting Eq. (A10) into Eq. (A14) and using the equality $\epsilon_{1}^{\prime} \varphi=-\epsilon_{2}^{\prime}(1-\varphi)$, we obtain

$$
\begin{align*}
\gamma_{3 J}= & \frac{\epsilon_{1}^{\prime 2}}{\epsilon_{1}} \frac{\varphi}{(1-\varphi)}\left[(\alpha-1)\left(\varphi^{2} g_{2}-(1-\varphi)^{2} g_{1}\right)\right. \\
& \left.+(\alpha+\varphi(1-\alpha))\left((1-\varphi) f_{1}^{11}+f_{2}^{11}\right)\right] . \tag{A15}
\end{align*}
$$

For a symmetric cell material, i.e., $g_{1}=g_{2}=g$ and $f_{1}^{11}=f_{2}^{11}=f$, Eq. (A15) reduces to

$$
\begin{align*}
\gamma_{3, J}= & \frac{\epsilon_{1}^{\prime 2}}{\epsilon_{1}} \frac{\varphi}{(1-\varphi)} \\
& \times\left[(\alpha-1)(2 \varphi-1) g+(\alpha+\varphi(1-\alpha)) f^{11}\right] . \tag{A16}
\end{align*}
$$

## APPENDIX B: PROOF $F=\frac{1}{3}$

$F$ is defined as

$$
\begin{equation*}
F=\frac{1}{16 \pi^{2}} \int_{V} \int_{V^{\prime}} \frac{\partial^{2} f(y)}{\partial r_{3} s_{3}} \frac{r_{i} s_{i}}{r^{3} s^{3}} d \mathbf{r} d \mathbf{s} \tag{B1}
\end{equation*}
$$

where

$$
\begin{aligned}
y^{2} & =r^{2}+s^{2}+2 r s u \\
u & =\cos \theta \\
f(0) & =1, \quad f(\infty)=0
\end{aligned}
$$

Choose $s_{i}$ to lie along $x_{3}$ axis; then

$$
\begin{equation*}
F=\frac{1}{16 \pi^{2}} \int_{V} \int_{V^{\prime}} \frac{\partial}{\partial s}\left(\frac{d f(y)}{d y}\right)\left(\frac{r u-s}{y}\right) \frac{u}{r^{2} s^{2}} d \mathbf{r} d \mathbf{s} . \tag{B2}
\end{equation*}
$$

Change from $u$ and $r$ coordinates to $u^{\prime}$ and $y$ coordinates:

$$
u=\frac{s+y u^{\prime}}{r}, \quad r^{2}=y^{2}+s^{2}+2 s y u^{\prime} .
$$

Then

$$
\begin{equation*}
F=\frac{1}{16 \pi^{2}} \iiint \frac{1}{s^{2}} \frac{d}{d y}\left(\frac{\partial f(y)}{\partial s}\right) K y^{2} d y d \phi d \mathbf{s}, \tag{B3}
\end{equation*}
$$

where

$$
K(s, y)=\int_{+1}^{-1} \frac{u^{\prime}\left(s+y u^{\prime}\right)}{\left(y^{2}+s^{2}+2 y s u^{\prime}\right)^{\frac{3}{2}}} d u^{\prime}=-\frac{2}{3 y^{2}} .
$$

Integration with respect to $\phi$ and $y$ yields

$$
\begin{equation*}
F=\frac{1}{3(4 \pi)} \int_{V} \frac{1}{s^{2}} \frac{d f(s)}{d s} d \mathrm{~s} . \tag{B4}
\end{equation*}
$$

Finally,

$$
\begin{equation*}
F=\frac{1}{3} . \tag{B5}
\end{equation*}
$$

Similarly, if in Eq. (B1) $f(y)=f_{n}(y)$, where $f_{1}(0)=\varphi$ and $f_{2}(0)=1-\varphi$, we obtain

$$
\begin{align*}
& F_{1}=\frac{1}{3} \varphi,  \tag{B6}\\
& F_{2}=\frac{1}{3}(1-\varphi) . \tag{B7}
\end{align*}
$$

## APPENDIX C: PROOF $G$ DEPENDS ON CELL <br> GEOMETRY, BUT NOT THE DISTRIBUTION <br> OF CELL DIMENSIONS OF EACH GEOMETRY

By definition,

$$
\begin{equation*}
G=\frac{1}{16 \pi^{2}} \int_{v} \int_{v^{2}} \frac{\partial^{2} g(0, \mathbf{r}, \mathbf{s})}{\partial r_{3} \partial s_{3}} \frac{r_{m} s_{m}}{r^{3} s^{3}} d \mathbf{r} d \mathbf{s} . \tag{C1}
\end{equation*}
$$

For a discrete number $N$ of cell shapes,

$$
\begin{equation*}
g(0, \mathbf{r}, \mathbf{s})=\sum_{i=1}^{N} g_{i}(0, \mathbf{r}, \mathbf{s}) k_{i} \tag{C2}
\end{equation*}
$$

where $k_{i}$ is the frequency of the $i$ th cell shape; $g_{i}$ is the probability of three points being in the same cell of the $i$ th shape, given that one of the points is in a cell of the $i$ th shape.

Also

$$
\begin{equation*}
G=\sum_{i=1}^{N} G_{i} k_{i} \tag{C3}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{i}=\frac{1}{16 \pi^{2}} \int_{v} \int_{v^{1}} \frac{\partial^{2}}{\partial r_{3} \partial s_{3}} g_{i}(0, \mathbf{r}, \mathbf{s}) \frac{r_{m} s_{m}}{r^{3} s^{3}} d \mathbf{r} d \mathbf{s} \tag{C4}
\end{equation*}
$$

Now consider that for each cell shape a distribution of sizes exists, so that

$$
\begin{equation*}
g_{i}(0, \mathbf{r}, \mathbf{s})=\sum_{j=1}^{M} l_{i j} g_{j}^{i}(0, \mathbf{r}, \mathbf{s}) \tag{C5}
\end{equation*}
$$

where $l_{i j}$ is the frequency distribution of sizes of the $i$ th cell geometry; $g_{j}^{i}(0, \mathbf{r}, \mathbf{s})$ is the probability of three points ( $0, \mathbf{r}, \mathbf{s}$ ) being in the same cell of $i$ th shape and $j$ th size.

Since all cells of the $i$ th shape differ only in size,

$$
\begin{equation*}
g_{j}^{i}(0, \mathbf{r}, \mathbf{s})=\bar{g}^{i}\left(0, n_{j} \mathbf{r}, n_{j} \mathbf{s}\right), \tag{C6}
\end{equation*}
$$

where $\bar{g}^{i}\left(0, n_{j} \mathbf{r}, n_{j} \mathbf{s}\right)$ is the probability of three points $\left(0, n_{j} \mathbf{r}, n_{j} \mathbf{s}\right)$ being in the $i$ th cell shape of average size, and $n_{j}=$ scale factor.

Put Eq. (C6) into integral (C4), change coordinates, and note that

$$
\begin{equation*}
\sum_{j=1}^{M} l_{i j}=1 \tag{C7}
\end{equation*}
$$

We note that $G_{i}$ is independent of $n_{j}$.
Thus $G_{i}$ depends only on the average size of cells of the $i$ th geometry and not on the particular distribution of sizes for that geometry. $G$ depends on the cell shapes which make up the distribution, multiplied by a distribution-function weighting factor; in this sense it is dependent on the average geometry.

## APPENDIX D: DERIVATION OF BOUNDS FOR TWO-PHASE CELL MATERIAL

The upper bound on $\epsilon^{*}$ is given in Eq. (2.1) as

$$
\begin{equation*}
\epsilon^{*} \leq\langle\epsilon\rangle-\frac{1}{3} \frac{\left\langle\epsilon^{\prime 2}\right\rangle\langle\epsilon\rangle}{1+3 \frac{\langle\epsilon\rangle I}{\left\langle\epsilon^{\prime 2}\right\rangle}} \tag{D1}
\end{equation*}
$$

where

$$
\begin{equation*}
I=\frac{1}{16 \pi^{2}\langle\epsilon\rangle^{2}} \int_{v} \int_{v^{1}} \frac{\partial^{2}}{\partial r_{3} \partial s_{3}}\left\langle\epsilon^{\prime}(0) \epsilon^{\prime}(\mathbf{r}) \epsilon^{\prime}(\mathbf{s})\right\rangle \frac{r_{i} s_{i}}{r^{3} \mathbf{s}^{3}} d \mathbf{r} d \mathbf{s} . \tag{D2}
\end{equation*}
$$

In Appendix A we derived

$$
\begin{equation*}
\left\langle\epsilon^{\prime}(0) \epsilon^{\prime}(\mathbf{r}) \epsilon^{\prime}(\mathbf{s})\right\rangle=\epsilon_{1}^{\prime 3} \varphi\left[g_{1}-\frac{\varphi^{2}}{(1-\varphi)^{2}} g_{2}\right] . \tag{D3}
\end{equation*}
$$

Substituting Eq. (D3) into (D2), we obtain

$$
\begin{equation*}
I=\frac{\epsilon_{1}^{\prime 3}}{\langle\epsilon\rangle^{2}}\left[\varphi G_{1}-\frac{\varphi^{3}}{(1-\varphi)^{2}} G_{2}\right], \tag{D4}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{n}=\frac{1}{16 \pi^{2}} \int_{v} \int_{v^{2}} \frac{\partial^{2}}{\partial r_{3} \partial \mathrm{~s}_{3}} g_{\frac{r_{i} s_{i}}{r^{3} s^{3}} d \mathbf{r} d \mathbf{s} . . . . .} \tag{D5}
\end{equation*}
$$

Using the relationship

$$
\begin{equation*}
\langle\epsilon\rangle=\varphi \epsilon_{1}+(1-\varphi) \epsilon_{2} \tag{D6}
\end{equation*}
$$

in Eq. (D1), we obtain

$$
\begin{align*}
\frac{\epsilon^{*}}{\left(\epsilon_{1} \epsilon_{2}\right)^{\frac{1}{2}}} & \leq \frac{1}{\alpha^{\frac{1}{2}}}[1+\varphi(\alpha-1) \\
& \left.-\frac{\frac{1}{3} \varphi(1-\varphi)(\alpha-1)^{2}}{1+(\alpha-1)\left[\varphi+3\left((1-\varphi)^{2} G_{1}-\varphi^{2} G_{2}\right)\right]}\right] \tag{D7}
\end{align*}
$$

where

$$
\alpha=\epsilon_{1} / \epsilon_{2} .
$$

If we have a symmetric cell material, Eq. (D7) reduces to

$$
\begin{align*}
\frac{\epsilon^{*}}{\left(\epsilon_{1} \epsilon_{2}\right)^{\frac{1}{2}}} \leq \frac{1}{\alpha^{\frac{1}{2}}} & {[1+\varphi(\alpha-1)} \\
& \left.-\frac{\frac{1}{3} \varphi(1-\varphi)(\alpha-1)^{2}}{1+(\alpha-1)(\varphi+3(1-2 \varphi) G)}\right] . \tag{D8}
\end{align*}
$$

The lower bound for $\epsilon^{*}$ is given by Eq. (2.2):

$$
\begin{equation*}
\epsilon^{*} \geq\left[\langle 1 / \epsilon\rangle-\frac{\left(\frac{4}{3}\left\langle\frac{\epsilon^{\prime}}{\epsilon}\right\rangle\right)^{2} \frac{1}{4\langle\epsilon\rangle^{2}}}{\frac{1}{3\langle\epsilon\rangle^{2}}\left\langle\frac{\epsilon^{\prime 2}}{\epsilon}\right\rangle+J}\right]^{-1}, \tag{D9}
\end{equation*}
$$

where

$$
\begin{equation*}
J=\frac{1}{16 \pi^{2}(\epsilon)^{2}} \int_{v} \int_{v^{1}} \frac{\partial^{2}}{\partial r_{3} \partial s_{3}}\left\langle\frac{\epsilon^{\prime}(\mathbf{r}) \epsilon^{\prime}(\mathbf{s})}{\epsilon(0)}\right\rangle \frac{r_{i} s_{i}}{r^{3} \mathbf{s}^{3}} d \mathbf{r} d \mathbf{s} . \tag{D10}
\end{equation*}
$$

In Appendix A we have shown that

$$
\begin{align*}
& \left\langle\frac{\epsilon^{\prime}(\mathbf{r}) \epsilon^{\prime}(\mathbf{s})}{\epsilon(0)}\right\rangle \\
& =\frac{\epsilon_{1}^{2}}{\epsilon_{1}(1-\varphi)}\left[(\alpha-1)\left(\varphi^{2} g_{2}-(1-\varphi)^{2} g_{1}\right)\right. \\
& \left.\quad+(\alpha+\varphi(1-\alpha))\left(\frac{(1-\varphi)}{\varphi} f_{1}^{11}+\frac{\varphi}{(1-\varphi)} f_{2}^{11}\right)\right] . \tag{D11}
\end{align*}
$$

Solving Eqs. (D10) and (D11), we obtain

$$
\begin{align*}
J= & \frac{\epsilon_{1}^{\prime 2}}{\langle\epsilon\rangle^{2} \epsilon_{1}} \frac{\varphi}{(1-\varphi)}\left[(\alpha-1)\left(\varphi^{2} G_{2}-(1-\varphi)^{2} G_{1}\right)\right. \\
& \left.+(\alpha+\varphi(1-\alpha))\left(\frac{(1-\varphi)}{\varphi} F_{1}+\frac{\varphi}{(1-\varphi)} F_{2}\right)\right] . \tag{D12}
\end{align*}
$$

Now $F_{1}=\varphi / 3$ and $F_{2}=(1-\varphi) / 3$; hence Eq. (D9) may be rewritten as

$$
\begin{equation*}
\frac{\epsilon^{*}}{\left(\epsilon_{1} \epsilon_{2}\right)^{\frac{1}{2}}} \geq \alpha^{\frac{1}{2}} /\left[(\alpha-\varphi(\alpha-1))-\frac{4}{3} \frac{(1-\alpha)^{2}(1-\varphi) \varphi}{1+\alpha+3(\alpha-1)\left(\varphi^{2} G_{1}-(1-\varphi)^{2} G_{2}\right)}\right] . \tag{D13}
\end{equation*}
$$

For a symmetric cell material this reduces to

$$
\begin{equation*}
\frac{\epsilon^{*}}{\left(\epsilon_{1} \epsilon_{2}\right)^{\frac{1}{2}}} \geq \alpha^{\frac{1}{2}} /\left[(\alpha-\varphi(\alpha-1))-\frac{(1-\alpha)^{2}(1-\varphi) \varphi}{1+\alpha+3(\alpha-1)(2 \varphi-1) G}\right] . \tag{D14}
\end{equation*}
$$

## APPENDIX E: DETERMINATION OF BOUNDS ON G

The upper bound on $\epsilon^{*}$ is given by

$$
\begin{equation*}
\frac{\epsilon^{*}}{\left(\epsilon_{1} \epsilon_{2}\right)^{\frac{1}{2}}} \leq \frac{1}{\alpha^{\frac{1}{2}}}\left[1+\varphi(\alpha-1)-\frac{\frac{1}{3} \varphi(1-\varphi)(\alpha-1)^{2}}{1+(\alpha-1)\left(\varphi+3\left((1-\varphi)^{2} G_{1}-\varphi^{2} G_{2}\right)\right)}\right] . \tag{E1}
\end{equation*}
$$

From physical considerations $\epsilon_{1}, \epsilon_{2}$, and $\epsilon^{*}$ must all be positive-finite quantities; hence $G_{1}$ and $G_{2}$ must have values which do not violate this constraint. Therefore, the right-hand side of Eq. (E1) must be positive or, alternately,

$$
\begin{align*}
& 1+\varphi(\alpha-1) \\
& \quad \geq \frac{\frac{1}{3} \varphi(1-\varphi)(\alpha-1)^{2}}{1+(\alpha-1)\left(\varphi+3\left((1-\varphi)^{2} G_{1}-\varphi^{2} G_{2}\right)\right)} \tag{E2}
\end{align*}
$$

for all values of $\alpha \geq 1$.
First we shall consider the symmetric-cell case, for which Eq. (E2) reduces to

$$
\begin{equation*}
1+\varphi(\alpha-1) \geq \frac{\frac{1}{3} \varphi(1-\varphi)(\alpha-1)^{2}}{1+(\alpha-1)(\varphi+3(1-2 \varphi) G)} \tag{E3}
\end{equation*}
$$

In this case the inequality must hold for all values of $\varphi$, since the value of $\varphi$ does not change the geometric structure.

When $\alpha=1$, Eq. (E3) is satisfied. As $\alpha$ becomes large compared to unity, Eq. (E3) becomes

$$
\begin{equation*}
1+\varphi \alpha \geq \frac{\frac{1}{3} \varphi(1-\varphi) \alpha^{2}}{1+\alpha(\varphi+3(1-2 \varphi) G)} \tag{E4}
\end{equation*}
$$

If $\varphi \alpha \gg 1$, Eq. (E4) becomes

$$
\begin{equation*}
1 \geq \frac{\frac{1}{3}(1-\varphi)}{\varphi+3(1-2 \varphi) G} \tag{E5}
\end{equation*}
$$

When $\varphi$ equals unity, the numerator becomes zero and the inequality holds for all values of $G$. However, for $\varphi=1-\eta$ we obtain the inequality

$$
\begin{equation*}
G \neq(1-\eta) / 3(1-2 \eta) \tag{E6}
\end{equation*}
$$

When $0<\eta \leq \frac{1}{2}$, we find that $G$ cannot take on values $\frac{1}{3}<G \leq \infty$. For $\frac{1}{2} \leq \eta \leq 1$, we find $G$ cannot take on values $-\infty \leq G<0$. Thus we have bounds on $G$ which obey inequality (E5):

$$
\begin{equation*}
0 \leq G \leq \frac{1}{3} \tag{E7}
\end{equation*}
$$

Now consider the case $\varphi \ll 1$; Eq. (E4) becomes

$$
\begin{equation*}
(1+\varphi \alpha) \varphi \alpha \geq 1 / 9 G \tag{E8}
\end{equation*}
$$

If $\varphi \alpha \ll 1$, we obtain inequality $G \neq 0$; as $\alpha$ increases in value, $G$ cannot equal values greater than zero. In the limit $\varphi \alpha \gg 1$ we obtain the bound on $G$ :

$$
\begin{equation*}
G \geq \frac{1}{9} \tag{E9}
\end{equation*}
$$

Since negative values of $G$ violate the condition of Eq. (E7), we have bounds on $G$ :

$$
\begin{equation*}
\frac{1}{9} \leq G \leq \frac{1}{3} \tag{E10}
\end{equation*}
$$

For the asymmetric cell material we find that Eq. (E2) is satisfied when $\alpha=1$. We first consider the case when $\varphi$ is $\ll 1$ or $1-\varphi \ll 1$. When $\alpha$ becomes large compared to unity, Eq. (E2) becomes
$1+\varphi \alpha \geq \frac{\frac{1}{3} \varphi(1-\varphi) \alpha^{2}}{1+\alpha\left(\varphi+3\left((1-\varphi)^{2} G_{1}-\varphi^{2} G_{2}\right)\right)}$.
When $\varphi=0$, the inequality holds, and for $\varphi \ll 1$ Eq. (E2) becomes

$$
\begin{equation*}
1+\varphi \alpha \geq \frac{\frac{1}{3} \varphi(\alpha-1)^{2}}{1+(\alpha-1)\left(\varphi+3 G_{1}\right)} \tag{E12}
\end{equation*}
$$

When $\alpha=1$, the inequality holds for all values of $G_{1}$. For $\varphi \alpha \ll 1$ Eq. (E12) becomes

$$
\begin{equation*}
1 \geq \frac{\frac{1}{3} \varphi(\alpha-1)^{2}}{1+3(\alpha-1) G_{1}} \tag{E13}
\end{equation*}
$$

Equation (E13) holds only for positive values of $G_{1}$. As $\alpha$ increases so that $\varphi \alpha \gg 1$, Eq. (E12) reduces to

$$
\begin{equation*}
1 \geq 1 / 3\left(\varphi+3 G_{1}\right) \tag{E14}
\end{equation*}
$$

Since $G_{1}$ is positive, we obtain the bound

$$
\begin{equation*}
G_{1} \geq \frac{1}{3} \tag{E15}
\end{equation*}
$$

in order that Eq. (E14) be satisfied.
When $\varphi=1$, Eq. (E12) is satisfied for all values of $G_{1}$ and $G_{2}$. For $1-\varphi=\eta \ll 1$, Eq. (E12) is

$$
\begin{equation*}
\alpha \geq \frac{\frac{1}{3} \eta(\alpha-1)^{2}}{1+(\alpha-1)\left(1-3 G_{2}\right)} \tag{E16}
\end{equation*}
$$

As $\alpha$ increases in value, Eq. (E16) is satisfied if $G_{2}$ is positive and

$$
\begin{equation*}
G_{2} \neq \frac{1}{3}+[1 / 3(\alpha-1)] \tag{E17}
\end{equation*}
$$

or $G_{2}$ is negative.
Varying $\alpha$, we obtain the bound

$$
\begin{equation*}
G_{2} \leq \frac{1}{3} \tag{E18}
\end{equation*}
$$

To obtain the other bounds on $G_{1}$ and $G_{2}$, we must examine the lower-bound equation

$$
\begin{equation*}
\frac{\epsilon^{*}}{\left(\epsilon_{1} \epsilon_{2}\right)^{\frac{1}{2}}} \geq \alpha^{\frac{1}{2}} /\left[\alpha+\varphi(1-\alpha)-\frac{\frac{4}{3}(\alpha-1)^{2}(1-\varphi) \varphi}{1+\alpha+3(\alpha-1)\left(\varphi^{2} G_{2}-(1-\varphi)^{2} G_{1}\right)}\right] \tag{E19}
\end{equation*}
$$

Physical considerations require that the right-hand side of Eq. (E19) be positive and finite; therefore,

$$
\begin{align*}
& \alpha+\varphi(1-\alpha) \\
& \quad \geq \frac{\frac{4}{3} \varphi(\alpha-1)^{2}(1-\varphi) \varphi}{1+\alpha+3(\alpha-1)\left(\varphi^{2} G_{2}-(1-\varphi)^{2} G_{1}\right)} . \tag{E20}
\end{align*}
$$

When $\varphi=0$, Eq. (E20) is satisfied, and for $\varphi \ll 1$ we obtain

$$
\begin{equation*}
\alpha \geq \frac{\frac{4}{3}(\alpha-1)^{2} \varphi}{1+\alpha-3(\alpha-1) G_{1}} \tag{E21}
\end{equation*}
$$

For $\alpha=1$, Eq. (E21) is satisfied, and as $\alpha$ increases in value we obtain the requirement that

$$
\begin{equation*}
G_{1} \neq(1+\alpha) / 3(\alpha-1) \tag{E22}
\end{equation*}
$$

or the bound

$$
\begin{equation*}
G_{1} \leq \frac{1}{3} . \tag{E23}
\end{equation*}
$$

When $\varphi=1$, Eq. (E20) is satisfied and for $\eta=1-$ $\varphi \ll 1$, we obtain

$$
\begin{equation*}
\eta \alpha+1 \geq \frac{{ }_{3}^{4}(\alpha-1)^{2} \eta}{1+\alpha+3(\alpha-1) G_{2}} \tag{E24}
\end{equation*}
$$

When $\eta \alpha \ll 1$, this reduces to

$$
\begin{equation*}
1 \geq \frac{\frac{4}{3}(\alpha-1)^{2} \eta}{1+\alpha+3(\alpha-1) G_{2}} \tag{E25}
\end{equation*}
$$

This inequality is satisfied for

$$
\begin{equation*}
G_{2} \neq-(1+\alpha) / 3(\alpha-1) . \tag{E26}
\end{equation*}
$$

Hence $G_{2}$ must be positive.
Now consider the case $\eta \alpha \gg 1$. Equation (E24) reduces to

$$
\begin{equation*}
G_{2} \geq \frac{1}{9} . \tag{E27}
\end{equation*}
$$

Therefore, we obtain the bounds

$$
\begin{align*}
& \frac{1}{9} \leq G_{1} \leq \frac{1}{3},  \tag{E28}\\
& \frac{1}{9} \leq G_{2} \leq \frac{1}{3} \tag{E29}
\end{align*}
$$

for values of $\varphi$ near 0 or unity. Consider now the case when $\varphi$ has arbitrary values between 0 and 1 . For this cell structure values of $G_{1}$ and $G_{2}$ may be determined by consideration of only the shapes of the cells. This determination is made independently of $\varphi$. In addition, any cell shape is possible in the case of small concentrations. Thus, for example, the cells associated with $G$ at finite $\varphi$ may be made the inclusions in another material where $\varphi \ll 1$. Similar arguments for $1-\varphi \ll 1$ show that Eqs. (E27) and (E28) hold for all values of $\varphi$.

## APPENDIX F: THE GEOMETRIC SIGNIFICANCE OF $G$

The upper bound on $\epsilon^{*}$ may be written for an asymmetric cell material:

$$
\begin{align*}
U= & 1+\varphi(\alpha-1) \\
& -\frac{\frac{1}{3}(1-\varphi)(\alpha-1)^{2}}{1+(\alpha-1)\left(\varphi+3\left((1-\varphi)^{2} G_{1}-\varphi^{2} G_{2}\right)\right)}, \tag{F1}
\end{align*}
$$

where $U=$ the upper bound on $\epsilon^{*} / \epsilon_{2}$.
Similarly, the lower-bound equation may be written as

$$
\begin{align*}
L=\alpha[ & \alpha+\varphi(1-\alpha) \\
& \left.-\frac{\frac{4}{3}(1-\alpha)^{2}(1-\varphi) \varphi}{1+\alpha+3(\alpha-1)\left(\varphi^{2} G_{2}-(1-\varphi)^{2} G_{1}\right)}\right]^{-1}, \tag{F2}
\end{align*}
$$

where $L=$ the lower bound on $\epsilon^{*} / \epsilon_{2}$.
For small concentration Eqs. (F1) and (F2) reduce to

$$
\begin{equation*}
U=1+\varphi(\alpha-1)\left(1-\frac{\alpha-1}{3+(\alpha-1) 9 G_{1}}\right) \tag{F3}
\end{equation*}
$$

and

$$
\begin{equation*}
L=1+\varphi \frac{(\alpha-1)}{\alpha}\left(1+\frac{4(\alpha-1)}{3\left(1+\alpha-3(\alpha-1) G_{1}\right)}\right) . \tag{F4}
\end{equation*}
$$

If we set $G_{1}=\frac{1}{3}$, Eqs. (F3) and (F4) become

$$
\begin{equation*}
U=L=1+\frac{\varphi(\alpha-1)(2 \alpha+1)}{3 \alpha} \tag{F5}
\end{equation*}
$$

Alternately, if we set $G_{1}=\frac{1}{9}$, Eqs. (F3) and (F4) become

$$
\begin{equation*}
U=L=1+\varphi \frac{3(\alpha-1)}{2+\alpha} \tag{F6}
\end{equation*}
$$

The upper- and lower-bound equations become asymptotic at small concentrations only for $G_{1}$ equal to $\frac{1}{3}$ or $\frac{1}{9}$. This can be seen by setting $U=L$ in Eqs. (F3) and (F4) and we get a quadratic equation in $G_{1}$. Since a quadratic equation can have only two roots and we have already shown two roots are $G_{1}=\frac{1}{3}$ and $G_{1}=\frac{1}{9}$, no other value of $G_{1}$ yield asymptotic upperand lower-bound equations.
Similarly, when $\varphi$ approaches unity, we find the roots of $G_{2}$ to also be $\frac{1}{3}$ and $\frac{1}{9}$.
Reynolds and Hough ${ }^{9}$ have summarized the smallconcentration solutions of randomly oriented spheroids and, in particular, have shown that the small-concentration solution of spheres and plates are, respectively,

$$
\begin{equation*}
\frac{\epsilon^{*}}{\epsilon_{2}}=1+\frac{3 \varphi(\alpha-1)}{\alpha+2} \quad \text { (spheres) } \tag{F7}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\epsilon^{*}}{\epsilon_{2}}=1+\frac{\varphi(\alpha-1)(2 \alpha+1)}{3 \alpha} \text { (plates). } \tag{F8}
\end{equation*}
$$

Equation (F8) is equivalent to Eq. (F5), and Eq. (F7) is equivalent to Eq. (F6).

Since $G$ is not a function of $\varphi$, we conclude that $G=\frac{1}{9}$ has the geometric significance of a sphere and $G=\frac{1}{3}$ has the geometric significance of a plate.

Although we have shown that $U$ and $L$ are asymptotic at small concentrations for only $G=\frac{1}{3}$ and $\frac{1}{9}$ at small perturbations (i.e., $\alpha$ approaches unity), $U$ and $L$ are asymptotic for all values of $G$. This is to be expected because the bounding equations $U$ and $L$ were derived from a small perturbation expansion. From this result we can find the geometric significance of any other shape for which a small concentration solution exists. A problem of general interest is the needle-shaped cells. Reynolds and Hough ${ }^{9}$ have shown that for random orientation the small-concentration solution is

$$
\begin{equation*}
\frac{\epsilon^{*}}{\epsilon_{2}}=1+\frac{\eta(6+\eta)}{3(2+\eta)} \varphi, \tag{F9}
\end{equation*}
$$

where $\eta=\alpha-1$.
Equations (F3) and (F4) for small perturbation can
be written

$$
\begin{equation*}
U=L=1+\frac{\eta}{3} \frac{\left(3+\eta\left(9 G_{1}-1\right)\right)}{\left(1+3 \eta G_{1}\right)} \varphi . \tag{F10}
\end{equation*}
$$

Solving Eqs. (F9) and (F10) for $G_{1}$, we find

$$
\begin{equation*}
G_{1}=\frac{1}{6} \quad \text { (needle). } \tag{F11}
\end{equation*}
$$

Similarly, we can show that for oblate spheroids $\frac{1}{9}<G<\frac{1}{6}$, and for prolate spheroids $\frac{1}{6}<G<\frac{1}{3}$.

The above-mentioned results can be derived independently of the assumptions for a symmetric or asymmetric cell material. Assume that for any two phase material the probabilities $\overline{g_{1}}, \overline{g_{2}}, \overline{h_{11}}$, and $\overline{z_{222}}$ are the same order of magnitude in their dependence on volume fraction as the corresponding probabilities for a two-phase asymmetric cell material. This assumption and the relation

$$
\begin{equation*}
\varphi \epsilon_{1}^{\prime}=-(1-\varphi) \epsilon_{2}^{\prime} \tag{F12}
\end{equation*}
$$

reduce Eq . (A3) for small concentration to

$$
\begin{equation*}
\gamma_{3 I}=\epsilon_{1}^{\prime 3} \varphi g_{1} . \tag{F13}
\end{equation*}
$$

Following the procedure outlined in Appendix D, the upper-bound equation reduces to Eq. (F3).
Similarly, the lower-bound equation Eq. (F4) may be derived for a dilute two-phase material independent of the assumption of a symmetric or asymmetric cell material.
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#### Abstract

Bounds for the effective bulk modulus for statistically isotropic and homogeneous materials have been developed in terms of statistical information, i.e., one-point and three-point correlation function from variational principles. Aside from the one-point correlation function, i.e., the volume fraction, this statistical information is difficult or impossible to obtain for real materials. For a broad class of heterogeneous materials which we shall call cell materials, the functions of the three-point correlation function that appear in the bounds of effective bulk modulus are simply a number for each phase. Furthermore, this number has a range of values $\frac{1}{9}$ to $\frac{1}{3}$ and a simple geometric significance. The number $\frac{1}{6}$ implies a cell of spherical shape, the number $\frac{1}{3}$ a cell of plate-like shape, and all other cell shapes, no matter how irregular, have a corresponding number between. Each value of this number determines a new set of bounds which are substantially narrower and always within the best bounds for two-phase media in terms of volume fraction alone (i.e., Hashin-Shtrikman bounds). For dilute suspensions the new bounds are so narrow in most cases as to be essentially an exact solution. There is a substantial improvement over previous bounds for a finite suspension and yet greater improvement for multiphase materials where the geometric characteristics of each phase are known. The shape factor $G$ is found to have exactly the same range of numerical values and the same geometric significance as was found in the determination of effective dielectric constant bounds. It was found further that under certain conditions the bounds on effective bulk modulus and dielectric constant become numerically identical.


## 1. INTRODUCTION

It was shown ${ }^{1}$ that the bounds on the effective dielectric constant of Beran ${ }^{2}$ in terms of statistical information for a large class of heterogeneous materials could be expressed in terms of volume fraction and a shape factor $G$ for each phase. These bounds were shown to converge to an exact solution for dilute suspension and for a class of materials, called cell materials, to be narrower than the best bounds in terms of volume fraction alone established by Hashin and Shtrikman ${ }^{3}$ for two-phase media. The shape factor $G$, which is a function of the three-point correlation function, was shown to have a range of values $\frac{1}{9}$ to $\frac{1}{3}$. The geometric significance of $\frac{1}{9}$ was shown to be spheres, $\frac{1}{3}$ randomly oriented thin plates, and all other geometries, no matter how irregular, were shown to have a value within this range.
The purpose of this paper is to extend these notions to the bulk-modulus property.

## 2. EFFECTIVE BULK-MODULUS BOUNDS

## A. Introduction

It has been shown by Beran and Molyneux ${ }^{4}$ that the effective bulk modulus $K^{*}$ may be bounded by using perturbation expansions as trial functions for the stress and strain fields in the two standard variational principles of elasticity. Including the

[^15]first-order perturbation effect led then to the following bounds:
\[

$$
\begin{equation*}
K^{*} \leq\langle K\rangle-\frac{\left\langle K^{\prime 2}\right\rangle}{\left.\langle\lambda\rangle+2\langle\mu\rangle+\left(\left\langle\lambda^{\prime} K^{\prime 2}\right\rangle /\left\langle K^{\prime 2}\right\rangle\right)\left(2 I^{\prime}\right\rangle\left\langle{K^{\prime}}^{\prime 2}\right\rangle\right)} \tag{2.1}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
K^{*} \geq\left[\frac{1}{\langle K\rangle}-\frac{\left\langle K^{\prime} / K\right\rangle^{2}}{\left\langle K^{\prime 2} / K\right\rangle-\frac{3}{8}\left\langle K^{\prime 2} / \mu\right\rangle+\frac{9}{8} J^{\prime}}\right]^{-1}, \tag{2.2}
\end{equation*}
$$

where

$$
\begin{align*}
I^{\prime}= & \frac{1}{16 \pi^{2}} \int_{\zeta} \int_{n} \frac{\partial^{2}}{\partial \zeta_{i} \partial \zeta_{j}} \frac{\partial^{2}}{\partial \eta_{i} \partial \eta_{j}} \\
& \times\left\langle\mu^{\prime}(0) \mu^{\prime}(\zeta) K^{\prime}(\mathbf{n})\right\rangle \frac{1}{|\zeta||n|} d \zeta d \mathbf{n},  \tag{2.3}\\
J^{\prime}= & \frac{1}{16 \pi^{2}} \int_{\zeta} \int_{n} \frac{\partial^{2}}{\partial \zeta_{i} \partial \zeta_{\zeta}} \frac{\partial^{2}}{\partial \eta_{i} \partial \eta_{j}} \\
& \times\left\langle\frac{K^{\prime}(\zeta) K^{\prime}(\mathbf{n})}{\mu(0)}\right\rangle \frac{1}{|\zeta||n|} d \zeta d \mathbf{n} . \tag{2.4}
\end{align*}
$$

$\lambda^{\prime}, \mu^{\prime}$, and $K^{\prime}$ are the fluctuating parts of the Lamé, shear, and bulk moduli, respectively, and the bracket denotes an ensemble average, which is assumed to be equal to the space average for a statistically homogeneous medium.
Therefore, these bounds on the effective bulk modulus depend on functions of the three-point correlation functions

$$
\left\langle\mu^{\prime}(0) K^{\prime}(\mathbf{r}) K^{\prime}(\mathbf{s})\right\rangle \quad \text { and } \quad\left\langle K^{\prime}(\mathbf{r}) K^{\prime}(\mathbf{s}) / \mu(0)\right\rangle .
$$

Better bounds can be derived using this approach in
terms of higher-order correlation functions, and the bounds in terms of the $n$-point correlation function will be at least as good as those in terms of the $n-1$ point correlation function, with the expectation that as $n$ approaches infinity, the upper and lower bounds will converge. The usefulness of expressing bounds in this fashion depends upon the determination of $I^{\prime}$ and $J^{\prime}$ and similar derivatives and integrals of higherorder correlation functions. We shall see that for a broad class of materials, which we shall define, those functions are particularly simple, have simple physical significance, and lead to a significant improvement over previous bounds.

## B. Symmetric-Cell Material

As discussed by Miller, ${ }^{1}$ the geometry of a sym-metric-cell material is defined as any division of the space into cells which fulfills the following requirements:
(1) Space is completely covered by cells.
(2) Cells are distributed in a manner such that the material is statistically homogeneous and isotropic.
(3) The material property of a cell is statistically independent of the material property of any other cell.
(4) The conditional probability of $n$ points being and $m$ points not being in the same cell of a particular material, given that one point is in a cell of that material, is the same for each material.

Using the approach discussed, ${ }^{1}$ we show in the Appendix that for a symmetric-cell material the three-point correlation functions which appear in Eqs. (2.3) and (2.4) are

$$
\begin{align*}
\gamma_{u} & =\left\langle\mu^{\prime}(0) K^{\prime}(\mathbf{r}) K^{\prime}(\mathbf{s})\right\rangle \\
& =\mu_{1}^{\prime}{K_{1}^{\prime 2}}^{2}\left[\varphi(1-2 \varphi) /(1-\varphi)^{2}\right] g(0, \mathbf{r}, \mathbf{s}) \tag{2.5}
\end{align*}
$$

and

$$
\begin{align*}
\gamma_{l}= & \left\langle K^{\prime}(\mathbf{r}) K^{\prime}(\mathbf{s}) / \mu(0)\right\rangle \\
= & \left(K_{1}^{\prime 2} / \mu_{1}\right)[\varphi /(1-\varphi)]\{(\beta-1)(2 \varphi-1) g(0, \mathbf{r}, \mathbf{s}) \\
& \left.+[\beta+\varphi(1-\beta)] f^{11}(\mathbf{r}, \mathbf{s})\right\}, \tag{2.6}
\end{align*}
$$

where

$$
\beta=\mu_{1} / \mu_{2}, \quad K_{1}^{\prime}=K_{1}-\langle K\rangle, \quad \mu_{1}^{\prime}=\mu_{1}-\langle\mu\rangle
$$

where $g(0, \mathbf{r}, \mathbf{s})$ is the conditional probability of a triangle (coordinates $0, \mathbf{r}, \mathbf{s}$ ) having all three vertices in a single cell, given that one point is in the cell, $f^{\prime \prime}(\mathbf{r}, \mathbf{s})$ is the conditional probability of a line segment [and coordinates ( $\mathbf{r}, \mathbf{s}$ )] having both ends in a single cell, given that one end is in the cell.

Substituting Eqs. (2.5) and (2.6) into Eqs. (2.3) and (2.4), respectively, we obtain

$$
\begin{equation*}
I^{\prime}=3 \mu_{1}^{\prime}{K_{1}^{\prime}}^{2}\left[\phi(1-2 \phi) /(1-\phi)^{2}\right] G \tag{2.7}
\end{equation*}
$$

and

$$
\begin{align*}
J^{\prime}=\left(K_{1}^{\prime 2} / \mu_{1}\right)[\varphi /(1-\varphi)] & \{3(\beta-1)(2 \varphi-1) G \\
& +[\beta+\varphi(1-\beta)] F\} \tag{2.8}
\end{align*}
$$

where
$3 G=\frac{1}{16 \pi^{2}} \int_{v^{1}} \int_{v^{11}} \frac{\partial^{2}}{\partial \zeta_{i} \partial \zeta_{i}} \frac{\partial^{2}}{\partial \zeta_{i} \partial \zeta_{i}} g(0, \zeta, \mathbf{n}) \frac{1}{|\zeta||n|} d \zeta d \mathbf{n}$,

$$
\begin{equation*}
F=\frac{1}{16 \pi^{2}} \int_{v^{1}} \int_{v^{11}} \frac{\partial^{2}}{\partial \zeta_{i} \partial \zeta_{j}} \frac{\partial^{2}}{\partial \zeta_{i} \partial \zeta_{j}} f^{11}(\zeta, \mathbf{n}) \frac{1}{|\zeta||n|} d \zeta d \mathbf{n} \tag{2.9}
\end{equation*}
$$

Integrals like $F$ are evaluated ${ }^{4}$ by noting that $f^{11}(\zeta, \mathbf{n})=f^{11}(|\zeta-n|)$, and $\partial / \partial \zeta_{i}=-\partial / \partial \zeta_{i}$, and $f^{11}(0)=1$, and that

$$
\begin{equation*}
F=1 \tag{2.11}
\end{equation*}
$$

Substituting Eqs. (2.19) and (2.20) into Eqs. (2.1) and (2.2), respectively, we find the following bounds for $K^{*}$ :

$$
\begin{equation*}
\frac{K^{*}}{\left(K_{1} K_{2}\right)^{\frac{1}{2}}} \leq \frac{1}{\alpha^{\frac{1}{2}}}\left(1+(\alpha-1) \varphi-\frac{\varphi(1-\varphi)(\alpha-1)^{2}}{[\alpha-(\alpha-1) \varphi]+2 \gamma\left[1-\frac{4}{3} \varphi+\frac{1}{3} \beta(4 \varphi-1)+3(\beta-1)(1-2 \varphi) G\right]}\right) \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{K^{*}}{\left(K_{1} K_{2}\right)^{\frac{1}{2}}} \geq \alpha^{\frac{1}{2}}\left(\varphi(1-\alpha)+\alpha-\frac{\varphi(1-\varphi)(1-\alpha)^{2}}{1+\varphi(\alpha-1)+\frac{3}{8}(\alpha / \beta \gamma)\left\{3(\beta-1)\left[(2 \varphi-1) 3 G-\frac{4}{3} \varphi\right]+3 \beta-1\right\}}\right)^{-1} \tag{2.13}
\end{equation*}
$$

where

$$
\alpha=K_{1} / K_{2} \geq 1, \quad \beta=\mu_{1} / \mu_{2}, \quad \gamma=\mu_{2} / K_{2}
$$

We see that the upper and lower bounds on $K^{*}$ for the symmetric-cell material depend on $\alpha, \beta, \gamma, \varphi$, and a single number $G$ which is characteristic of the average cell geometry.

Real materials have positive and finite effective bulk moduli, for positive finite values of $K_{1}, K_{2}$,
$\mu_{1}, \mu_{2}$. These physical requirements put limitations on the range of values which $G$ may have. We have shown ${ }^{1}$ that imposing these requirements on $K^{*}$ in Eqs. (2.12) and (2.13) limit the values of $G$ to the range

$$
\begin{equation*}
\frac{1}{9} \leq G \leq \frac{1}{3} \tag{2.14}
\end{equation*}
$$

Therefore $G$ has precisely the same range of values as the $G$ defined in Miller, ${ }^{1}$ and we shall see that the two $G$ 's are indeed identical. If we put the value $G=\frac{1}{9}$ into the bounding equations (2.12) and (2.13), we find that the two equations become asymptotic for small concentration (i.e., $\varphi \rightarrow 0$ or 1 ) and the asymptotic solution is identical to the small concentration solution of spheres in a matrix. Similarly, putting $G=\frac{1}{3}$ in the bounding equations, they again become asymptotic at small concentrations and the asymptotic solution is the small concentration solution for plates in a matrix. Therefore, we assign the geometric significance of a sphere to $G=\frac{1}{9}$ and a plate to $G=\frac{1}{3}$, which is the same significance they had in Miller. ${ }^{1}$

Hashin and Shtrikman ${ }^{5}$ have shown that the best bounds on $K^{*}$ for a two-phase statistically homogeneous and isotropic material when only $\varphi$ is specified are

$$
\begin{equation*}
\frac{K^{*}}{\left(K_{1} K_{2}\right)^{\frac{1}{2}}} \leq \frac{1}{\alpha^{\frac{1}{2}}} \frac{3 \alpha+\beta 4 \gamma[1+\varphi(\alpha-1)]}{4 \mu \gamma+3[\varphi(1-\alpha)+\alpha]} \tag{2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{K^{*}}{\left(K_{1} K_{2}\right)^{\frac{1}{2}}} \geq \frac{1}{\alpha^{\frac{1}{2}}} \frac{3 \alpha+4 \gamma[1+\varphi(\alpha-1)]}{4 \gamma+3[1+(\alpha-1)(1-\varphi)]} \tag{2.16}
\end{equation*}
$$

These bounds are the exact solution for a space filled with concentric spheres; the upper bound represents a low-bulk modulus core enclosed in a high-bulk modulus shell and the lower bound represents the reverse situation. When the volume fraction of $K_{1}$ is small, the lower bound is the case of a highbulk modulus sphere in a low-bulk modulus matrix. For this case Eq. (2.16) reduces to Eqs. (2.12) and (2.13) with a $G=\frac{3}{9}$, which confirms our conclusion that $G=\frac{1}{9}$ represents a spherical cell shape. Similarly, when the volume fraction of $K_{1}$ approaches unity, the Hashin-Shtrikman upper bound is the case of a low-bulk modulus sphere in a high-bulk modulus matrix. For this case, Eq. (2.15) reduces to Eqs. (2.12) and (2.13), with $G=\frac{1}{9}$ confirming the conclusions of our previous discussion. In contrast, when the volume fraction of $K_{1}$ material is small, the Hashin-Shtrikman upper bound represents the case of thin shells of high-bulk modulus material in a low-bulk modulus matrix. In this instance, Eq. (2.15) reduces to Eqs. (2.12) and (2.13) with $G=\frac{1}{3}$. Volume fraction $\varphi$ approaches unity, Eq. (2.16) represents a thin shell of low-bulk modulus material in a matrix of high-permittivity material, and Eq.

[^16](2.16) reduces to Eqs. (2.12) and (2.13) with $G=\frac{1}{3}$. This confirms that the thin-shell solution is identical to the plate solution at low concentrations.

For $\varphi=\frac{1}{2}$, both Eqs. (2.12) and (2.13) become independent of $G$ and consequently independent of the geometry. This is in agreement with the known result for a symmetric random medium that odd-order correlation functions ${ }^{6}$ become functions of lower even-ordered correlation functions. Furthermore, Eqs. (2.12) and (2.13) are in agreement with the results obtained by Beran and Molyneux ${ }^{4}$ for the case of a two-phase symmetric medium.

Hashin and Shtrikman ${ }^{5}$ have found that their bounds converge to an exact solution for the case in which both materials have the same shear modulus, i.e., $\beta=1$. Bounding equations (2.12) and (2.13) converge to the same exact solution for constant-shear modulus.

When $\gamma$, the ratio of $\mu_{2}$ to $K_{2}$, approaches zero, the bounding equations (2.12) and (2.13) converge to an exact solution. Since a $\gamma$ of zero refers to an incompressible material, this result is not unexpected. As $\gamma$ increases, the bounds on $K^{*}$ increases in value and separate until they reach a maximum value and separation for $\gamma=1.5$, i.e., a Poisson ratio of zero. Interestingly, at this value of $\gamma$ with $\alpha=\beta$, the bounding equations on the effective bulk modulus $K^{*}$ reduces to the bounding equations ${ }^{1}$ on the effective permittivity $\epsilon^{*}$. This is true for the bounding equations developed here and the Hashin-Shtrikman bounding equations. This analogy requires further consideration.

For all possible values of $\alpha, \beta, \gamma, \varphi$, and $G$, the new bounding equations (2.12) and (2.13) are equal to or inside the Hashin-Shtrikman bounding equations (2.15) and (2.16), and for most cases the width between the new bounding equations is a small fraction of the width between the Hashin-Shtrikman bounding equation.

Figure 1 shows Eqs. (2.12) and (2.13) for $\alpha=\beta=$ $10, \gamma=1.0, G=\frac{1}{9}, G=\frac{1}{3}$, and the Hashin-Shtrikman bounding equations. We note a substantial improvement in the knowledge of $K^{*}$ for all values of $\varphi$ as compared to the Hashin-Shtrikman bounds, with the least improvement occurring at $\varphi=\frac{1}{2}$. At $\varphi=\frac{1}{2}$ the improvement, defined as the difference in width of the Hashin-Shtrikman bounds and the new bounds divided by the Hashin-Shtrikman bounds, is approximately $50 \%$, while for $\varphi=0.9$ and $G=\frac{1}{9}$, the improvement is $83 \%$. The extreme values of the $G=\frac{1}{3}$ and the $G=\frac{1}{9}$ curves represent the extremes
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Fig. 1. Bounds on effective bulk modulus $\alpha=\beta=10, \gamma=1.0$, symmetric-cell material:

> Hashin-Shtrikman,
> $--\quad G=\frac{1}{3}$,
> $--G=\frac{1}{9}$.
for all symmetric-cell materials, i.e., for all other values of $G$ the upper- and lower-bound curves fall inside these curves, except at $\varphi=\frac{1}{2}$, when all upperbound curves have the same $K^{*}$ and all lower-bound curves have the same $K^{*}$. If $G$ is unknown, there is still an improvement over the Hashin-Shtrikman bounds and the maximum improvement occurs at $\varphi=\frac{1}{2}$.

Figure 1 reveals that the bounds on $K^{*}$ are narrower for $G=\frac{1}{9}$ (spheres) than for $G=\frac{1}{3}$ (plates) for all values of $\varphi$ except $\varphi=\frac{1}{2}$, when all $G$ values have the same bounds. This is because there is a single degree of freedom (i.e., the location of the spheres' centers) associated with a distribution of spheres, while there are more than two degrees of freedom (i.e., the location of the plate mass center and the rotational degrees of freedom of the plate) associated with a distribution of plates. There is, therefore, a higher degree of uncertainty in the geometrical configuration when the material has aspherical cells, hence a greater uncertainty in the effective property of the material.


Fig. 2. Bounds on effective buik modulus $\alpha=\beta=100, \gamma=$ 1.0, symmetric-cell material:

$$
\begin{aligned}
& \text { — Hashin-Shtrikman, } \\
& --G=\frac{1}{3}, \\
& --G=\frac{1}{0} .
\end{aligned}
$$

From Figs. 1 and 2, we can see that the percentage improvement over the Hashin-Shtrikman bounds decreases with increasing $\alpha$; but there is still a substantial improvement at very large $\alpha$. For example, at $\alpha=\beta=100, \gamma=1.0$, there is a better than $27 \%$ improvement at $\varphi=\frac{1}{2}$ and a better than $52 \%$ improvement at $\varphi=0.9, G=\frac{1}{9}$.

As $\beta$ increases, the percentage improvement over the Hashin-Shtrikman bounds increases as can be seen by comparing Figs. 3 and 4 with Figs. 1 and 2, respectively. For $\alpha=10, \beta=2, \gamma=10, G=\frac{1}{9}$, the percentage improvement over the Hashin-Shtrikman bounds is $83 \%$ at $\varphi=0.5$ and $94 \%$ at $\varphi=0.9$. For $\alpha=100, \beta=2, \gamma=1.0, G=\frac{1}{9}$, the percentage improvement over the Hashin-Shtrikman bounds is $82 \%$ at $\varphi=0.5$ and $92 \%$ at $\varphi=0.9$. For small $\beta$, the change in improvement is approximately the same at all values of $\alpha$. In Fig. 5 we plot $\alpha=10, \beta=1$ for various values of $\gamma$. As we mentioned previously, the new bounds and the Hashin-Shtrikman bounds converge to an exact solution for $\beta=1$, and this figure shows how the solution increases with increasing $\gamma$. Comparing Figs. 6 and 7 with Fig. 1 demonstrates how the bounding equations change with $\gamma$. As $\gamma$ decreases, the percentage improvement decreases so that for $\alpha=\beta=10, \gamma=0.5, G=\frac{1}{9}$, the percentage improvement at $\varphi=0.9$ is $78 \%$, compared to $83 \%$ when $\gamma=1.0$ and to less than $1 \%$

Fig. 3. Bounds on effective bulk modulus $\alpha=10, \beta=2, \gamma=1.0$, symmetric-cell material:

## __ Hashin-Shtrikman, <br> $-\cdots \quad G=\frac{1}{3}$, <br> $---G=\frac{1}{9}$.

Fig. 4. Bounds on effective bulk modulus $\alpha=100, \beta=2, \gamma=1.0$, symmetric-cell material:
___ Hashin-Shtrikman,

-     - $G=\frac{1}{3}$,
$--G=\stackrel{1}{\mathrm{i}}$.


at $\gamma=10^{-6}$. However, as $\gamma$ approaches zero, the bounds approach the exact solution, as may be seen in Fig. 7.

An interesting phenomenon occurs when we consider the mixed case of $\alpha>1$ and $\beta<1$. The Hashin-Shtrikman bounds reverse themselves: that is, the upper-bound equation becomes the equation for the lower bound and the lower-bound equation becomes the equation for the upper bound. The bounds also reverse themselves in the sense that for $G=\frac{1}{9}$ (spheres), the new bounds are near the Hashin-Shtrikman upper bound, for $\beta$ approaching zero, and near the Hashin-Shtrikman lower bound, for $\beta$ approaching unity, which is the reverse of what occurred for $\beta>1$. Conversely, the new bounds for $G=\frac{1}{3}$ (plates) are near the Hashin-Shtrikman lower
bound for $\varphi$ approaching zero and near the upper bound for $\varphi$ approaching unity. The bounds spread and it is seen that the percentage improvement decreases as $\beta$ approaches zero. For $\alpha=10, \beta=0.5$, $\gamma=1.0, G=\frac{1}{9}$, there is an $83 \%$ improvement at $\varphi=0.5$ and a $96 \%$ at $\varphi=0.9$. For $\alpha=10, \beta=0.1$, $\gamma=1.0, G=\frac{1}{9}$, there is a $56 \%$ improvement at $\varphi=0.5$ and an $87 \%$ improvement at $\varphi=0.9$.
Although the mixed case considered here of $\alpha>1$ and $\beta<1$ falls outside the assumptions of HashinShtrikman, ${ }^{5}$ Walpole ${ }^{7}$ has shown that their bounding equations are valid for this case.
It is shown ${ }^{1}$ that, at small concentrations, the effective permittivity bounding equations hold for all

[^18]

Fig. 5. Bounds on effective bulk modulus $\alpha=10, \beta=1$, $0<\gamma \leq 1.5$ :

$$
\begin{aligned}
- & =1.5, \\
--- & =1.0, \\
-- & =0.5, \\
-- & =10^{-6} .
\end{aligned}
$$

two-phase statistically isotropic and homogeneous materials and are not restricted to symmetric-cell materials. Following the same procedure, the upperand lower-bound equations (2.12) and (2.13) may be derived for a dilute two-phase material, independent of the assumption of a symmetric- or asymmetric-cell material.

## C. Asymmetric-Cell Material

We shall now investigate a class of materials for which the geometry of the cells of the two materials is dissimilar. Consider the space to be subdivided by a large number of closed surfaces and let us call the enclosed regions cells. The subdivision of the space is arbitrary except for fulfilling the following requirements:
(1) Space is completely covered by cells.
(2) Cells are distributed in a manner such that the material is statistically homogeneous and isotropic.
(3) The material property $\epsilon$ of a cell is statistically independent of the material property of any other cell.


Fig. 6. Bounds on effective bulk modulus symmetric-cell material for $\alpha=\beta=10, \gamma=0.5$ :

$$
\begin{aligned}
& - \text { Hashin-Shtrikman, } \\
& --G=\frac{1}{3}, \\
& --G=\frac{1}{6} .
\end{aligned}
$$

Any material which satisfies these requirements shall be called an asymmetric-cell material and models of these materials are described in Miller. ${ }^{1}$

For this material, using the approach formulated in Miller, ${ }^{1}$ we find that the three-point correlation functions that appear in Eqs. (2.3) and (2.4) are

$$
\begin{align*}
\gamma_{3 I^{\prime}} & =\left\langle\mu^{\prime}(0) K^{\prime}(\mathbf{r}) K^{\prime}(\mathbf{s})\right\rangle \\
& =\mu_{1}^{\prime} K_{1}^{\prime 2}\left\{\varphi g_{1}(0, \mathbf{r}, \mathbf{s})-\left[\varphi^{3} /(1-\varphi)^{2}\right] g_{2}(0, \mathbf{r}, \mathbf{s})\right\} \tag{2.17}
\end{align*}
$$



Fig. 7. Effective bulk modulus asymmetric-cell material for $\alpha=\beta=10, \gamma=10^{-6}$ :
——Hashin-Shtrikman and all combinations of $G_{1}$ and $G_{2}$.
and

$$
\begin{align*}
\gamma_{3 J^{\prime}}= & \left\langle\frac{K^{\prime}(\mathbf{r}) K^{\prime}(\mathbf{s})}{\mu(0)}\right\rangle \\
= & \frac{K_{1}^{\prime 2}}{\mu_{1}} \frac{\varphi}{(1-\varphi)}\left[( \beta - 1 ) \left[\varphi^{2} g_{2}(0, \mathbf{r}, \mathbf{s})\right.\right. \\
& \left.+(1-\varphi)^{2} g_{2}(0, \mathbf{r}, \mathbf{s})\right] \\
& +[\varphi(1-\beta)+\beta]\left(\frac{(1-\varphi)}{\varphi} f_{1}^{11}(\mathbf{r}, \mathbf{s})\right. \\
& \left.\left.+\frac{\varphi}{(1-\varphi)} f_{2}^{11}(\mathbf{r}, \mathbf{s})\right)\right] \tag{2.18}
\end{align*}
$$

where
$g_{n}(0, \mathbf{r}, \mathbf{s})$ is the conditional probability of a triangle ( $0, \mathbf{r}, \mathbf{s}$ ) having all three vertices in a single cell of material property $K_{n}$ and $\mu_{n}$, given that one point is in the cell;
$\bar{f}_{n}^{11}(\mathbf{r}, \mathbf{s})$ is the probability of a line segment $(\mathbf{r}, \mathbf{s})$ having both ends in a single cell of material property $K_{n}$ and $\mu_{n}$.
Substituting Eqs. (2.17) and (2.18) into Eqs. (2.3) and (2.4), we obtain

$$
\begin{equation*}
I^{\prime}=\mu_{1}^{\prime} K_{1}^{\prime 2} 3 \varphi\left\{G_{1}-\left[\varphi^{2} /(1-\varphi)^{2}\right] G_{2}\right\} \tag{2.19}
\end{equation*}
$$

and

$$
\begin{align*}
J^{\prime}= & \frac{K_{1}^{\prime 2}}{\mu_{1}} \frac{\varphi}{(1-\varphi)}\left[3(\beta-1)\left[\varphi^{2} G_{2}-(1-\varphi)^{2} G_{1}\right]\right. \\
& \left.+[\beta+\varphi(1-\beta)]\left(\frac{(1-\varphi)}{\varphi} F_{1}+\frac{\varphi}{(1-\varphi)} F_{2}\right)\right], \tag{2.20}
\end{align*}
$$

where we define

$$
\begin{equation*}
3 G_{n}=\frac{1}{16 \pi^{2}} \int_{v} \int_{v^{1}} \frac{\partial^{2}}{\partial r_{i} \partial r_{j}} \frac{\partial^{2}}{\partial s_{i} \partial s_{j}} g_{n}(0, \mathbf{r}, \mathbf{s}) \frac{1}{|\mathbf{r}||\mathbf{s}|} d \mathbf{r} d \mathbf{s} \tag{2.21}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{n}=\frac{1}{16 \pi^{2}} \int_{v} \int_{v^{1}} \frac{\partial^{2}}{\partial r_{i} \partial r_{j}} \frac{\partial^{2}}{\partial s_{i} \partial s_{j}} f_{n}^{11}(\mathbf{r}, \mathbf{s}) \frac{1}{|\mathbf{r}||\mathbf{s}|} d \mathbf{r} d \mathbf{s} . \tag{2.22}
\end{equation*}
$$

As shown in Sec. 2.2, $G_{1}$ and $G_{2}$ are numbers which depend on the geometries of the average cells of material property $K_{1}$ and $K_{2}$. Integrating Eq. (2.22), we find $F_{1}=\varphi$ and $F_{2}=1-\varphi$.
Substituting Eqs. (2.19) and (2.20) into Eqs. (2.17) and (2.18), we obtain

$$
\begin{equation*}
\frac{K^{*}}{\left(K_{1} K_{2}\right)^{\frac{1}{2}}} \leq \frac{1}{\alpha^{\frac{1}{2}}}\left(1+\varphi(\alpha-1)-\frac{\varphi(1-\varphi) \alpha^{2}}{\alpha-(\alpha-1) \varphi+2 \gamma\left\{1-\frac{4}{3} \varphi+\frac{1}{3} \beta(4 \varphi-1)+3(\beta-1)\left[G_{1}(1-\varphi)^{2}-G_{2} \varphi\right]^{2}\right\}}\right), \tag{2.23}
\end{equation*}
$$

$\frac{K^{*}}{\left(K_{1} K_{2}\right)^{\frac{1}{2}}} \geq \alpha^{\frac{1}{2}}(\varphi(1-\alpha)+\alpha$

$$
\begin{equation*}
\left.-\frac{\varphi(1-\varphi)(\alpha-1)^{2}}{1+\varphi(\alpha-1)+(3 \alpha / 8 \beta \gamma)\left(3(\beta-1)\left\{3\left[G_{2} \varphi^{2}-G_{1}(1-\varphi)^{2}\right]-\frac{4}{3} \varphi+3(\beta-1)\right\}^{2}\right)}\right)^{-1} . \tag{2.24}
\end{equation*}
$$

When $G_{1}=G_{2}$, Eqs. (2.23) and (2.24) reduce as expected to the symmetric-cell material bounding equations.
For all possible values of $\alpha, \beta, \gamma, \varphi, G_{1}$, and $G_{2}$, the bounding equations (2.23) and (2.24) fall inside the Hashin-Shtrikman bounds. The bounding equations attain their highest upper bound and lowest lower bound for the combinations $G_{1}=\frac{1}{3}, G_{2}=\frac{1}{9}$, and $G_{1}=\frac{1}{9}, G_{2}=\frac{1}{3}$, respectively, for $\beta$ greater than unity. When $\beta$ is less than unity, these combinations of $G_{1}$ and $G_{2}$ reverse themselves, but still give the extreme bounds. Hence, these combinations constitute absolute bounds for asymmetric-cell materials. In Sec. 2.4, we discussed why these absolute bounds fall inside the Hashin-Shtrikman bounds.

For $\beta$ greater than unity and $\varphi$ approaching zero, the new bounding equations converge to the HashinShtrikman upper bound when $G_{1}=\frac{1}{3}$ and to the

Hashin-Shtrikman upper bound when $G_{1}=\frac{1}{9}$. Similarly, when $\varphi$ approaches unity, the same convergence occurs when $G_{2}=\frac{1}{9}$ and $G_{2}=\frac{1}{3}$, respectively, confirming our conclusion regarding the geometric significance of these two values of $G$.

In Figs. 8 and 9, we plot the new bounds for the combination $G_{1}=\frac{1}{9}, G_{2}=\frac{1}{3}$, and $G_{1}=\frac{1}{3}, G_{2}=\frac{1}{9}$, and the Hashin-Shtrikman bounds for various values of $\alpha$. As was the case for the effective permittivity, we see that the shape of the bounds found for the symmetric-cell material are replaced by a shape that is similar to the Hashin-Shtrikman bounds.

As discussed in Sec. 2.2, the bounding equations developed here at small concentrations are not restricted to asymmetric-cell materials, but hold for all two-phase statistically isotropic and homogeneous materials.

As was the case for the symmetric-cell material when


Fig. 8. Bounds on effective bulk modulus asymmetric-cell material for $\alpha=\beta=10, \gamma=1.0$ :

$$
\begin{array}{ll}
\text { Hashin-Shtrikman, } \\
-\left(G_{1}=\frac{1}{3},\right. & \left.G_{2}=\frac{1}{9}\right), \\
--\left(G_{1}=\frac{1}{9},\right. & \left.G_{2}=\frac{1}{3}\right) .
\end{array}
$$

$\gamma=1.5$ (equivalent to Poisson ratio of zero) and $\alpha=\beta$, the bounding equations on the effective bulk modulus $K^{*}$ reduces to the bounding equations on effective permittivity that were previously derived. ${ }^{1}$
All of the notions derived here for a two-phase random media are applicable to an $N$-phase material. Each phase would have associated with it a $G_{n}$ which is characteristic of the average shape of the cells with the property of the $n$th phase.

## D. Determination of $G_{1}$ and $G_{2}$

The following methods of determining $G_{1}$ and/or $G_{2}$ for the effective permittivity case have been discussed ${ }^{1}$ :
(1) Observation (i.e., look at the cross section of the sample).
(2) Small-perturbation analysis.
(3) Empirical measurement at small concentrations.
(4) Determination from defining equations of $G$ where $g_{1}$ and $g_{2}$ are obtained from a mathematical experiment.
All of these methods are again valid for determining $G_{1}$ and $G_{2}$. Since the $G$ 's have the same geometrical significance, we may find it more convenient to determine the $G$ 's by empirical measurements of one of the effective properties discussed ${ }^{1}$ (e.g., electric permittivity, thermal conductivity) rather than the effective bulk modulus.


Fig. 9. Bounds on effective bulk modulus asymmetric-cell material for $\alpha=\beta=100, \gamma=1.0$ :

$$
\begin{aligned}
& \ldots \text { Hashin-Shtrikman, } \\
& \cdots-\left(G_{1}=\frac{1}{3}, \quad G_{2}=\frac{1}{8}\right), \\
& \cdots-\left(G_{1}=\frac{1}{\theta}, \quad G_{2}=\frac{1}{3}\right) .
\end{aligned}
$$
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## APPENDIX

The two three-point correlation functions defined in Sec. 2 are

$$
\begin{align*}
\Gamma_{u} & \equiv\left\langle\mu^{\prime}(0) K^{\prime}(\mathbf{r}) K^{\prime}(\mathbf{s})\right\rangle  \tag{A1}\\
\Gamma_{l} & \equiv\left\langle K^{\prime}(\mathbf{r}) K^{\prime}(\mathbf{s}) / \mu(0)\right\rangle \tag{A2}
\end{align*}
$$

For a two-phase cell-like material we can write Eq. (A1) in the alternate form

$$
\begin{align*}
\Gamma_{u}= & \mu_{1}^{\prime} K_{1}^{\prime 2} \bar{g}_{1}+\mu_{2}^{\prime} K_{2}^{\prime 2} \bar{g}_{2}+\mu_{1}^{\prime} K_{1}^{\prime 2}\left[\bar{h}_{11}+\bar{h}_{11}^{1}+\bar{h}_{11}^{11}\right] \\
& +\mu_{1}^{\prime} K_{1}^{\prime} K_{2}^{\prime}\left[h_{12}+\bar{h}_{12}^{1}\right] \\
& +\mu_{2}^{\prime} K_{1}^{\prime 2} h_{12}^{11}+\mu_{2}^{\prime} K_{2}^{\prime} K_{1}^{\prime}\left[\bar{h}_{21}+h_{21}^{1}\right] \\
& +\mu_{1}^{\prime} K_{2}^{\prime 2} h_{21}^{11}+\mu_{2}^{\prime} K_{2}^{2}\left[h_{22}+\bar{h}_{22}^{1}+\bar{h}_{22}^{11}\right] \\
& +\mu_{1}^{\prime} K_{1}^{\prime 2} Z_{111}+\mu_{1}^{\prime} K_{1}^{\prime} K_{2}^{\prime}\left[Z_{112}+Z_{121}\right] \\
& +\mu_{2}^{\prime} K_{1}^{\prime 2} Z_{21}+\mu_{2}^{\prime} K_{2}^{\prime} K_{1}^{\prime}\left[Z_{221}+Z_{212}\right] \\
& +\mu_{1}^{\prime} K_{2}^{\prime 2} Z_{122}+\mu_{2}^{\prime} K_{2}^{\prime 2} Z_{222}, \tag{A3}
\end{align*}
$$

where

$$
\begin{array}{cc}
\mu_{1}^{\prime}=\mu_{1}-\langle\mu\rangle, & \mu_{2}^{\prime}=\mu_{2}-\langle\mu\rangle, \\
K_{1}=K_{1}^{\prime}-\langle K\rangle, & K_{2}=K_{2}^{\prime}-\langle K\rangle .
\end{array}
$$

$\bar{g}_{n}=\bar{g}_{n}(0, \mathbf{r}, \mathbf{s})$ is the probability that three points $(0, \mathbf{r}, \mathrm{~s})$ are in the same cell with material property $\epsilon_{n}$;
$h_{n m}=h_{n m}(0, \mathbf{r}, \mathbf{s})$ is the probability that two points $(0, r)$ are in the same cell with material property $\epsilon_{n}$ and a point (s) is in another cell with material property $\epsilon_{m} ; h_{n m}^{1}=h_{n m}^{1}(0, \mathbf{r}, \mathbf{s})$ is the probability that two points $(0, s)$ are in the same cell with material property $\epsilon_{n}$ and a point ( $\mathbf{r}$ ) is in another cell with material property $\epsilon_{m} ; h_{n m}^{11}=h_{n m}^{11}(0, \mathbf{r}, \mathbf{s})$ is the probability that two points ( $\mathbf{r}, \mathbf{s}$ ) are in the same cell with material property $\epsilon_{n}$ and a point (0) is in another cell with material property $\epsilon_{m}$; and $Z_{n m p}=Z_{n m p}(0, \mathrm{r}, \mathrm{s})$ is the probability that three points are in three different cells where points $0, \mathbf{r}$, and $\mathbf{s}$ are in cells with material properties $\epsilon_{n}, \epsilon_{m}$, and $\epsilon_{p}$, respectively.
Also,

$$
\begin{align*}
& \bar{g}_{1}=\varphi g_{1}, \\
& \bar{g}_{2}=(1-\varphi) g_{2}, \tag{A4}
\end{align*}
$$

where. $g_{n}=g_{n}(0, \mathbf{r}, \mathbf{s})$ is the conditional probability that all three points are in the same cell of material property $\epsilon_{n}$, given that one of the points is in a cell with material property $\epsilon_{n}$.
We assume

$$
\begin{array}{ll}
h_{11}=\varphi^{2} h_{1}, & h_{12}=\varphi(1-\varphi) h_{1}, \\
h_{21}=(1-\varphi) \varphi h_{2}, & h_{22}=(1-\varphi)^{2} h_{2}, \\
h_{11}^{1}=\varphi^{2} h_{1}^{1}, & h_{12}^{1}=\varphi(1-\varphi) h_{1}^{1}, \\
h_{21}^{1}=(1-\varphi) \varphi h_{2}^{1}, & h_{22}^{1}=(1-\varphi)^{2} h_{2}^{1},  \tag{A5}\\
h_{11}^{1}=\varphi^{2} h_{1}^{11}, & h_{21}^{1}=\varphi(1-\varphi) h_{1}^{11}, \\
h_{21}^{1}=(1-\varphi) \varphi h_{2}^{11}, & h_{22}^{1}=(1-\varphi)^{2} h_{2}^{11} .
\end{array}
$$

This assumption implies that the material property of a cell is statistically independent of the material property of any other cell.

Also,

$$
Z_{111}=\varphi^{3} Z, \quad Z_{112}=Z_{211}=Z_{121}=\varphi^{2}(1-\varphi) Z,
$$

$Z_{122}=Z_{212}=Z_{221}=(1-\varphi)^{2} Z, \quad Z_{222}=(1-\varphi)^{3} Z$,
where $h_{n}=h_{n}(0, \mathbf{r}, \mathbf{s})$ is the conditional probability that two points $(0, r)$ are in the same cell and point ( $\mathbf{s}$ ) is in another cell, given that one point ( 0 or $\mathbf{r}$ ) is in a cell of property $\epsilon_{n} ; h_{n}^{1}=h_{n}^{1}(0, \mathbf{r}, \mathbf{s})$ is the conditional probability that two points ( $0, \mathbf{r}$ ) are in the same cell and point ( $\mathbf{r}$ ) is in another cell, given that one point ( 0 or $\mathbf{s}$ ) is in a cell of property $\epsilon_{n} \cdot h_{n}^{11}=h_{n}^{11}(0, \mathbf{r}, \mathbf{s})$ is the conditional probability that two points ( $\mathbf{r}, \mathbf{s}$ ) are in the same cell and point ( 0 ) is in another cell, given that one point ( $\mathbf{r}$ or $\mathbf{s}$ ) is in a cell of property $\epsilon_{n}$; and $Z=Z(0, \mathbf{r}, \mathbf{s})$ is the probability that three points are in different cells.

By taking into account all possible ways that three points can fall into a cell material,

$$
\begin{align*}
Z= & 1-\bar{g}_{1}-\bar{g}_{2}-h_{11}-h_{11}^{1}-\bar{h}_{11}^{11}-h_{12}-h_{12}^{1} \\
& -\bar{h}_{12}^{11}-h_{21}-h_{21}^{1}-h_{21}^{11}-h_{22}-h_{22}^{1}-h_{22}^{11} \tag{A7}
\end{align*}
$$

or

$$
\begin{array}{r}
Z=1-\varphi g_{1}-(1-\varphi) g_{2}-\varphi\left(h_{1}+h_{1}^{1}+h_{1}^{11}\right) \\
-(1-\varphi)\left(h_{2}+h_{2}^{1}+h_{2}^{11}\right) . \tag{A8}
\end{array}
$$

Making the same substitutions as for $\gamma_{3 I}$ in Miller, ${ }^{1}$ we can reduce Eq. (A3) to

$$
\begin{equation*}
\Gamma_{u}=\mu_{1}^{\prime}{K_{1}^{\prime}}^{2} \varphi\left\{g_{1}-\left[\varphi^{2} /(1-\varphi)^{2}\right] g_{2}\right\} . \tag{A9}
\end{equation*}
$$

For a symmetric-cell material this reduces further to

$$
\begin{equation*}
\Gamma_{u}=\mu_{1}^{\prime}{K_{1}^{\prime}}^{\prime 2} \frac{\varphi(1-2 \varphi)}{(1-\varphi)^{2}} g . \tag{A10}
\end{equation*}
$$

Similarly, Eq. (A2) may be written in the form

$$
\begin{align*}
\Gamma_{l}= & \frac{K_{1}^{\prime 2}}{\mu_{1}} \bar{g}_{1}+\frac{K_{2}^{\prime 2}}{\mu_{2}} \bar{g}_{2}+\frac{K_{1}^{\prime 2}}{\mu_{1}}\left(h_{11}+h_{11}^{1}+h_{11}^{11}\right) \\
& +\frac{K_{1}^{\prime} K_{2}^{\prime}}{\mu_{1}}\left(h_{12}+h_{12}^{1}\right)+\frac{K_{1}^{\prime 2}}{\mu_{2}} h_{2}^{11} \\
& +\frac{K_{2}^{\prime} K_{1}^{\prime}}{\mu_{2}}\left(h_{21}+h_{21}^{1}\right)+\frac{K_{2}^{\prime 2}}{\mu_{1}} h_{2}^{11} \\
& +\frac{K_{2}^{\prime 2}}{\mu_{2}}\left(h_{22}+h_{22}^{1}+h_{22}^{11}\right)+\frac{K_{1}^{\prime 2}}{\mu_{1}} Z_{111}+\frac{K_{1}^{\prime 2}}{\mu_{2}} Z_{211} \\
& +\frac{K_{1}^{\prime} K_{2}^{\prime}}{\mu_{1}}\left(Z_{121}+Z_{112}\right)+\frac{K_{1}^{\prime} K_{2}^{\prime}}{\mu_{2}}\left(Z_{212}+Z_{221}\right) \\
& +\frac{K_{2}^{\prime 2}}{\mu_{1}} Z_{122}+\frac{K_{2}^{\prime 2}}{\mu_{2}} Z_{222} . \tag{A11}
\end{align*}
$$

Again making substitutions as for $\gamma_{3 J}$ in Miller, ${ }^{1}$ we can reduce Eq. (A11) to

$$
\begin{align*}
\Gamma_{l}= & \frac{K_{1}^{\prime 2}}{\mu_{1}} \frac{\varphi}{(1-\varphi)}\left\{(\beta-1)\left[\varphi^{2} g_{2}-(1-\varphi)^{2} g_{1}\right]\right. \\
& \left.+[\beta+\varphi(1-\beta)]\left[(1-\varphi) f_{1}^{11}+\varphi f_{2}^{11}\right]\right\}, \tag{A12}
\end{align*}
$$

where

$$
\beta=\mu_{1} / \mu_{2} .
$$

For a symmetric-cell material we can further reduce Eq. (A12) to

$$
\begin{align*}
\Gamma_{\imath}= & \frac{K_{1}^{\prime 2}}{\mu_{1}} \frac{\varphi}{(1-\varphi)}\{(\beta-1)(2 \varphi-1) g \\
& \left.\quad+[\beta+\varphi(1-\beta)] f^{11}\right\} . \tag{A13}
\end{align*}
$$
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#### Abstract

The general form of a Lorentz covariant two-point function is written down in momentum space as an expansion in terms of the total spin eigenfunctions. It leads naturally to a local expression for finitecomponent fields, but incorporates nonlocal infinite-component fields. Explicit examples of such fields with increasing mass spectrum are constructed. The two-point function is shown to fall exponentially for large spacelike separations provided that the lowest mass in the theory is positive.


## INTRODUCTION

Usually, when one is dealing with fields describing particles of definite spin, the spectral representation of the two-point function is given by an integral in the total mass. ${ }^{1,2}$ If, however, a field contains more than one spin, then it is necessary to decompose the two-point function with respect also to the spin variable (i.e., with respect to the second Casimir operator of the Poincare group). This is always the case for infinite-component fields. We find the form of such a representation for a field transforming under an arbitrary irreducible representation of $S L(2, C)$ (the result applies also to more general fields which can be decomposed into irreducible components). The clue to the solution of the problem is the use of the formalism of homogeneous functions of two complex variables (instead of the tensor formalism) in the description of the irreducible representations of the Lorentz group (see, e.g., Ref. 3 or Ref. 4, Appendix A).
For finite-component fields, Poincaré invariance and spectral conditions imply the equivalence between $T C P$ and weak local commutativity. ${ }^{5}$ For infinite-

[^19]component fields this is not the case. ${ }^{6}$ In Sec. 3 we construct explicit examples of nonlocal TCP-invariant generalized free infinite-component fields with an increasing mass spectrum (with respect to spin). If the lowest mass in the theory is positive, then the two-point function (and hence both the commutator and the anticommutator) decrease exponentially for large spacelike separations.

## 1. GENERAL FORM OF THE COVARIANT TWO-POINT FUNCTION

A field $\psi(x)$ transforming according to the irreducible representation ${ }^{7}\left[l_{0}, l_{1}\right]$ of $S L(2, C)$ can be written down as a homogeneous function $\psi(x, z)$ of the complex (Lorentz) spinor $z=\left(z_{1}, z_{2}\right)$ (cf. Ref. 8):

$$
\begin{equation*}
\psi(x, \lambda z)=\lambda^{\nu_{1}} \bar{\lambda}^{v_{2}} \psi(x, z), \tag{1.1}
\end{equation*}
$$

where the degree of homogeneity $\left(\nu_{1}, v_{2}\right)$ is related to the number of the representation $\left[l_{0}, l_{1}\right]$ by

$$
\begin{equation*}
\nu_{1}=l_{1}+l_{0}-1, \quad v_{2}=l_{1}-l_{0}-1 \tag{1.2}
\end{equation*}
$$

(we recall that the single-valuedness of the $\psi$ implies that $\nu_{1}-v_{2}=2 l_{0}$ is an integer). For the special case of finite-dimensional representations (for $\nu_{1}, \nu_{2}$ nonnegative integers) $\psi(x, z)$ is by definition a polynomial of $z$ and $\bar{z}$, its coefficients being the ordinary (spinor or tensor) field components. In particular, the Pauli two-component spinor $\varphi$ and the vector field $A$

[^20]correspond in our notation to the polynomials
\[

$$
\begin{aligned}
& \varphi(x, z)=\sum_{a=1}^{2} \varphi^{a}(x) z_{a} \\
& A(x, z)=\sum_{\mu=0}^{3} A^{\mu}(x) z \sigma_{\mu} \bar{z}
\end{aligned}
$$
\]

(further, the summation sign in similar expressions with repeated upper and lower indices will be omitted).

The relativistic transformation law for $\psi$ has the form

$$
\begin{equation*}
U(a, A) \psi(x, z) U^{-1}(a, A)=\psi\left(\Lambda x+a ; z A^{-1}\right) \tag{1.3}
\end{equation*}
$$

where $A \in S L(2, C)$ and $\Lambda=\Lambda(A)$ is the proper Lorentz transformation defined by

$$
A \sigma_{v} A^{*}=\sigma_{\mu} \Lambda_{v}^{\mu}
$$

( $\sigma_{0}$ is the $2 \times 2$ unit matrix, the $\sigma_{j}, j=1,2,3$ are the Pauli matrices).

Consider the two-point function

$$
\begin{equation*}
F_{\varphi \psi}(x-y ; z, w)=\langle 0| \varphi(x, z) \psi(y, w)|0\rangle \tag{1.4}
\end{equation*}
$$

where $\varphi$ and $\psi$ are transforming under the representations $\left[l_{0}, l_{1}\right]$ and $\left[l_{0}^{\prime}, l_{1}^{\prime}\right]$, respectively. The spectral conditions allow us to write $F$ in the form

$$
\begin{equation*}
F_{\varphi \psi}(x ; z, w)=\int \vartheta(p) K(\underset{\sim}{p} ; z, w) l^{-i p x} d^{4} p, \tag{1.5}
\end{equation*}
$$

where $\vartheta(p) \equiv \theta\left(p^{0}\right) \theta\left(p^{2}\right)$ is the characteristic function of the forward cone and

$$
\underset{\sim}{p}=\sigma_{p} p^{\mu}=\left(\begin{array}{cc}
p^{0}+p^{3} & p^{1}-i p^{2}  \tag{1.6}\\
p^{1}+i p^{2} & p^{0}-p^{3}
\end{array}\right) .
$$

Lorentz invariance implies that, for each $A \in S L(2, C)$,

$$
\begin{equation*}
K\left(A \underset{\sim}{p} A^{*} ; z A^{-1}, w A^{-1}\right)=K(\underset{\sim}{p} ; z, w) . \tag{1.7}
\end{equation*}
$$

Furthermore, because of (1.1), $K$ is a homogeneous function of $z$ and $w$ of degree $\left(\nu_{1}, \nu_{2}\right)$ and ( $\nu_{1}^{\prime}, \nu_{2}^{\prime}$ ), respectively.
To satisfy (1.7) we require ${ }^{9}$ that the kernel $K$ is a function of the invariants, which can be formed by the 4 -vector $p$ and the Lorentz spinors $z$ and $w$.

First we find a complete set of independent invariants.

One can construct four zero-length vectors in terms of $z$ and $w$; one obtains two real lightlike vectors

$$
\begin{equation*}
\xi_{\mu}=z \sigma_{\mu} \bar{z} \quad \text { and } \quad \eta_{\mu}=w \sigma_{\mu} \bar{w} \tag{1.8}
\end{equation*}
$$

and two complex conjugate vectors

$$
\begin{equation*}
\chi_{\mu}=z \sigma_{\mu} \bar{w} \quad \text { and } \quad \bar{\chi}_{\mu}=w \sigma_{\mu} \bar{z} \tag{1.9}
\end{equation*}
$$

[^21]The equalities $\xi^{2}=\eta^{2}=\chi^{2}=0$ are a consequence of the identity

$$
g^{\mu \mu}\left(\sigma_{\mu}\right)^{a \dot{a}}\left(\sigma_{\mu}\right)^{\dot{d}}=2 \epsilon^{a \sigma} \epsilon^{\dot{b} \dot{d}}, \quad \epsilon=i \sigma_{2}=\left(\begin{array}{rr}
0 & 1  \tag{1.10}\\
-1 & 0
\end{array}\right) .
$$

All nonvanishing scalar products of these vectors are proportional to the product of the complex conjugate invariants $\kappa=z \epsilon w$ and $\bar{\kappa}$ :

$$
\begin{equation*}
\xi \eta=-\chi \bar{\chi}=2|\kappa|^{2}, \quad \xi \chi=\eta \chi=\xi \bar{\chi}=\eta \bar{\chi}=0 \tag{1.11}
\end{equation*}
$$

More generally, the tensor identity holds:

$$
\begin{equation*}
\chi_{\mu} \bar{\chi}_{v}+\bar{\chi}_{\mu} \chi_{v}=\xi_{\mu} \eta_{v}+\eta_{\mu} \xi_{v}-g_{\mu v} \xi_{\eta} \tag{1.12}
\end{equation*}
$$

it implies, in particular, that

$$
\begin{equation*}
(\xi p)(\eta p)-(\chi p)(\bar{\chi} p)=\frac{1}{2} p^{2} \xi \eta=p^{2}|\kappa|^{2} \tag{1.13}
\end{equation*}
$$

Assuming $l_{0} \geq\left|l_{0}^{\prime}\right|$ (which can be achieved without loss of generality by a possible interchange $z \leftrightarrow w$ ) and taking into account the above identities, we find the following general form for the invariant kernel $K$ (see Appendix A):

$$
\begin{align*}
& K(p ; z, w)=\kappa^{l_{0}+l_{0}^{\prime}}(\chi p)^{l_{0}-l_{0}^{\prime}}(p \xi)^{l_{1}-l_{0}-1} \\
& \quad \times(p \eta)^{l_{1}^{\prime}-l_{J}-1} h\left(\cos \theta ; p^{2}\right), \tag{1.14}
\end{align*}
$$

where

$$
\begin{equation*}
\cos \theta=1-p^{2} \xi \eta /(p \xi)(p \eta) \tag{1.15}
\end{equation*}
$$

( $\theta$ is the angle between $\boldsymbol{\xi}$ and $\eta$ in the rest frame of $p$ ). The kernel (1.14) is single-valued if and only if $l_{0} \pm l_{0}^{\prime}$ are integers, which will be always assumed.

## 2. DECOMPOSITION OF THE INVARIANT KERNEL WITH RESPECT TO SPIN

The kernel (1.14) describes, in general, propagation of particles of different spins (provided that the representation of $S L(2, C)$ for the field is not of the form $\left[I_{0},\left|l_{0}\right|+1\right]$ ). We shall now find the invariant kernels which are eigenfunctions of the spin-square operator

$$
\begin{align*}
\mathbf{S}^{2} & =\frac{1}{2} M_{\sigma \rho} M^{\sigma \rho}-M_{\sigma \mu} M^{\sigma v} p^{\mu} p_{v} p^{-2} \\
& =l_{0}^{2}+l_{1}^{2}-1-p^{-2} M_{\sigma \mu} p^{\mu} M^{\sigma v} p_{v} \tag{2.1}
\end{align*}
$$

Here $M^{\mu \nu}$ are the generators of one of the representations $\left[l_{0}, l_{1}\right]$ or $\left[l_{0}^{\prime}, l_{1}^{\prime}\right]$ under consideration. In terms of $z, M^{\mu \nu}$ can be written as

$$
M^{\mu \nu}=\left(z_{1}, z_{2},-\frac{\partial}{\partial \bar{z}_{1}},-\frac{\partial}{\partial \bar{z}_{2}}\right) \frac{i}{4}\left[\gamma^{\mu}, \gamma^{v}\right]\left(\begin{array}{c}
\partial / \partial z_{1}  \tag{2.2}\\
\partial / \partial z_{2} \\
\bar{z}_{1} \\
\bar{z}_{2}
\end{array}\right)
$$

where $\gamma^{\mu}$ are the Dirac matrices in a basis in which

$$
\gamma^{\mu}=\left(\begin{array}{cc}
0 & g^{\mu \mu} \sigma_{\mu} \\
\sigma_{\mu} & 0
\end{array}\right), \quad \gamma^{5}=-i\left(\begin{array}{cc}
\sigma_{0} & 0 \\
0 & -\sigma_{0}
\end{array}\right)
$$

(see Ref. 4). As far as we are looking for Lorentzinvariant solutions [of the form (1.14)] of the equation

$$
\begin{equation*}
\left[\mathbf{S}^{2}-s(s+1)\right] K(\underset{\sim}{p} ; z, w)=0 \tag{2.3}
\end{equation*}
$$

it is convenient to go to the rest frame $(\underset{\sim}{p}=0)$ in which

$$
\begin{align*}
\mathbf{S}^{2}= & \mathbf{M}^{2}=\frac{1}{2} M_{i j} M^{i j}=\frac{1}{4}\left(z \sigma_{i} \frac{\partial}{\partial z}-\frac{\partial}{\partial \bar{z}} \sigma_{i} \bar{z}\right)^{2} \\
= & \frac{1}{4}\left(z \frac{\partial}{\partial z}-\bar{z} \frac{\partial}{\partial \bar{z}}\right)^{2} \\
& -\frac{1}{2}\left\{\left(z \epsilon \frac{\partial}{\partial \bar{z}}\right)\left(\bar{z} \epsilon \frac{\partial}{\partial z}\right)+\left(\bar{z} \epsilon \frac{\partial}{\partial z}\right)\left(z \epsilon \frac{\partial}{\partial \bar{z}}\right)\right\} . \tag{2.4}
\end{align*}
$$

[Acting on a homogeneous function, the first term on the right-hand side of (2.4) gives $l_{0}^{2}$.] Substituting (2.4) and (1.14) (with $p=0$ ) in (2.3), we obtain the following equation for $h$ :

$$
\begin{gather*}
\left\{\sin ^{2} \theta \frac{d^{2}}{(d \cos \theta)^{2}}-2\left[l_{0}^{\prime}+\left(l_{0}+1\right) \cos \theta\right] \frac{d}{d \cos \theta}\right. \\
\left.+\left[s(s+1)-l_{0}\left(l_{0}+1\right)\right]\right\} h\left(\cos \theta ; p^{2}\right)=0 \tag{2.5}
\end{gather*}
$$

The general solution of this equation, regular for $\cos ^{2} \theta=1$, is

$$
\begin{equation*}
h_{s}\left(\cos \theta ; p^{2}\right)=\rho_{s}\left(p^{2}\right) P_{s-l_{0}}^{\left(l_{0}+l_{0}{ }^{\prime}, l_{0}-l_{0}{ }^{\circ}\right)}(\cos \theta) \tag{2.6}
\end{equation*}
$$

where the $P_{n}^{(\alpha, \beta)}(x)$ are the Jacobi polynomials $\left(l_{0} \geq\left|l_{0}^{\prime}\right|\right)$.

We would arrive at the same result starting with an $S^{2}$ in which $M^{\mu v}$ are the generators of the representation $\left[l_{0}^{\prime}, l_{1}^{\prime}\right]$ expressed in terms of $w$ and $\partial / \partial w$ (this is a consequence of the spin conservation and can be checked directly).

In general, $h\left(\cos \theta, p^{2}\right)$ is a superposition of the spin eigenfunctions (2.6); $s$ takes a finite number of values if at least one of the representations $\left[l_{0}, l_{1}\right\}$ and [ $\left.l_{0}^{\prime}, l_{1}^{\prime}\right]$ is finite-dimensional; otherwise it assumes all values of the form $l_{0}+n$ where $n$ is a nonnegative integer.

In the important special case where $\psi=\varphi^{*}$ (and, hence, $l_{0}=-l_{0}^{\prime} \geq 0, l_{1}^{\prime}=l_{1}$ ) the corresponding decomposition of the invariant kernel reads

$$
\begin{align*}
K(\underset{\sim}{p} ; z, w)= & \sum_{s \geq i_{0}} \rho_{s}\left(p^{2}\right) K_{s}(p ; z, w) \\
= & (z \underset{\sim}{p} \bar{w})^{2 l_{0}}(z \underset{\sim}{p} \tilde{z})^{l_{1}-l_{0}-1}\left(w p \tilde{w}^{l_{1}-l_{0}-1}\right. \\
& \times \sum_{s \geq 1_{0}} \rho_{s}\left(p^{2}\right) P_{s-l_{0}}^{\left(0,2 l_{0}\right)}(\cos \theta) . \tag{2.7}
\end{align*}
$$

We point out that the kernels $K_{s}$ defined by (2.7) are positive-definite in this case because

$$
\begin{equation*}
K_{s}(p ; z, w)=A \sum_{\zeta=-s}^{s} u_{s \zeta}(p, z) \overline{u_{s \zeta}(p, w)}, \tag{2.8}
\end{equation*}
$$

where $A$ is a positive constant,

$$
\begin{gather*}
u_{s \zeta}(p, z)=f_{s^{\prime}}\left(z B_{p}\right) \\
B_{p}=p^{0}+m+\sigma_{j} p^{j} /\left[2 m\left(p^{0}+m\right)\right]^{\frac{1}{2}} \tag{2.9}
\end{gather*}
$$

and the $f_{s \zeta}$ are the canonical basis vectors (see Appendix B).

For finite-dimensional representations of $S L(2, C)$, $l_{1}-l_{0}$ is a positive integer and $K_{s}$ is a polynomial with respect to $p$. In that case, the (weak) locality condition for the two-point function is equivalent to $T C P$ invariance, ${ }^{5}$ which implies ${ }^{6}$

$$
\begin{equation*}
\langle 0| \varphi(x, z) \varphi(y, w)^{*}|0\rangle=\langle 0| \varphi(x, w)^{*} \varphi(y, z)|0\rangle \tag{2.10}
\end{equation*}
$$

For instance, for a local tensor field $y\left(\left[l_{0}, l_{1}\right]=\right.$ $[0, n+1]$ Eq. (2.7) reduces to

$$
\begin{align*}
K_{\psi \psi} & (p ; \xi, \eta) \\
& =[(p \xi)(p \eta)]^{n} \sum_{s \approx 0}^{n} \rho_{s}\left(p^{2}\right) P_{s}(\cos \theta) \\
& =\sum_{s=0}^{n} \rho_{s}\left(p^{2}\right) K_{s}^{\mu_{1}} \cdots \mu_{n} \nu_{1} \cdots v_{n}(p) \xi_{\mu_{1}} \cdots \xi_{\mu_{n}} \eta_{v_{1}} \cdots \eta_{v_{n}} \\
& =K_{\psi^{*} \psi}(p ; \eta, \xi), \tag{2.11}
\end{align*}
$$

where $K_{s}^{\mu_{1} \cdots v_{n}}$ is a homogeneous polynomial of $p$ of degree $2 n$ obtained from

$$
\begin{align*}
& R_{s}^{\mu_{1}} \cdots \mu_{n} \nu_{1} \cdots v_{n} \\
&= \sum_{k=0}^{s} \frac{(s+k)!}{(k!)^{2}(s-k)!}\left(-\frac{p^{2}}{2}\right)^{k} \\
& \times g^{\mu_{1} v_{1}} \cdots g^{\mu_{k} v_{k}} p^{\mu_{k+1}} \cdots p^{\mu_{n}} p^{v_{k+1}} \cdots p^{\nu_{n}} \tag{2.12}
\end{align*}
$$

by a symmetrization with respect to $\mu_{1} \cdots \mu_{n}$ and $v_{1} \cdots v_{n}$ and by a symmetric subtraction of traces, in a way such that

$$
g_{\mu_{1} \mu_{2}} K_{s}^{\mu_{1} \mu_{2} \cdots \mu_{n} v_{1} \cdots v_{n}}=g_{v_{1} v_{2}} K_{s}^{\mu_{1} \cdots \mu_{n} v_{2} v_{2} \cdots v_{n}}=0
$$

Taking into account that $\xi$ and $\eta$ defined by (1.8) are lightlike vectors, we see that both $K_{s}^{\mu_{1} \cdots v_{n}}$ and $R_{s}^{\mu_{1} \cdots v_{n}}$ lead to the same expression (2.11) for $K_{\psi \psi^{*}}$.

For infinite-component fields the locality of the two-point function is rather an exception. It implies that $K$ is a polynomial with respect to $p^{\mu}$ with coefficients depending on $p^{2}$ only. ${ }^{10}$ As an example of a

[^22]local infinite-component field we take the free field $\psi(x, z)$ of mass $m$, transforming under some unitary representation $\left[l_{0}, i \sigma\right]$ of $S L(2, C)$ (of the principal series). In this case
\[

$$
\begin{equation*}
K_{\psi w} \cdot(p ; z, w)=\left(\frac{z \bar{p}^{\bar{w}}}{w p \bar{z}}\right)^{z_{0}}\left(\frac{z p \bar{z}}{w \underset{\sim}{w} \bar{w}}\right)^{i \sigma} \delta(z \in w) \delta\left(p^{2}-m^{2}\right), \tag{2.13}
\end{equation*}
$$

\]

where $\delta(z \epsilon w)$ is a two-dimensional $\delta$ function which is a homogeneous function of degree $(-1,-1)$ of its complex argument (see Ref. 3). In this case the first two factors do not depend in fact on $p$ because of the first $\delta$ function. For real self-conjugate representations ( $l_{0}=0, l_{1}$ real), the free local field $\varphi$ of mass $m$ corresponds to

$$
\begin{equation*}
K_{\varphi \varphi^{*}}(p ; \xi, \eta)=(\xi \eta)^{l_{1}-1} \delta\left(p^{2}-m^{2}\right) . \tag{2.14}
\end{equation*}
$$

Both examples (2.13) and '(2.14) correspond to infinite-mass degeneracy with respect to spin. This is not accidental. Grodsky and Streater showed recently ${ }^{11}$ that an infinite-component field with polynomially bounded two-point function in momentum space can be local only for infinite-mass degeneracy.

## 3. EXAMPLES OF NONLOCAL INFINITECOMPONENT FIELDS WITH INCREASING MASS SPECTRUM

In agreement with the above-mentioned general result, ${ }^{11}$ all examples of infinite-component fields with a nontrivial mass spectrum, obtained by specializing the coefficients $\rho_{s}\left(p^{2}\right)$ in (2.7), correspond to nonlocal theories. However, if the lowest mass of the theory is positive, i.e., if all $\rho_{s}\left(p^{2}\right)$ vanish for $p^{2}<m_{0}^{2}(>0)$, then, just as in conventional theory of finite-component fields, the two-point function (1.5) goes to zero as $r^{\lambda} e^{-m_{0} r}$ (with some real $\lambda$ ) for $r^{2}=-(x-y)^{2} \rightarrow \infty$ (see Appendix C). The same is true (as a consequence) for the vacuum expectation values of both the commutator and the anticommutator of $\varphi$ and $\varphi^{*}$ (it would be interesting to find some more subtle criterion for locality which would permit us to distinguish between those two).

We shall give here a class of examples of generalized free nonlocal fields with increasing mass spectrum in which the sum over $s$ can be taken explicitly.

For that purpose we put

$$
\begin{gather*}
\rho_{s}(p)=\frac{N C^{s-l_{0}}}{m_{s}^{l_{1+l}}-\delta\left(p^{2}-m_{s}^{2}\right), \quad m_{s}=m_{0}+a\left(s-l_{0}\right),} \\
N>0, \quad 0<C \leq 1, \quad m_{0}>0, \quad a>0 . \tag{3.1}
\end{gather*}
$$

[^23]Substituting (2.7) with this $\rho_{s}$ in (1.5) and putting in the $\left(s-l_{0}\right)$ th term of the sum $p=m_{s} n$, we obtain

$$
\begin{align*}
F_{\varphi \varphi^{*}}(x ; z, w)= & N \int_{n^{0}=\left(1+\mathbf{n}^{2}\right)^{\frac{1}{2}}} Q e^{-i m_{0} n x} \\
& \times \sum_{s=\left(l_{0}\right.}^{\infty}\left(c e^{-i a n x}\right)^{s-l_{0}} P_{s-l_{0}}^{\left(0,2 l_{0}\right)} \frac{d^{3} \mathbf{n}}{2 n^{0}} \\
= & N 2^{2 l_{0}} \int_{\left.n^{0}=\left(1+n^{2}\right)\right)^{2}} Q e^{-i m_{0}(n x)} \\
& \times \frac{1}{R}\left[R+c e^{-i a(n x)}+1\right]^{-2 l_{0}} \frac{d^{3} \mathbf{n}}{2 n^{0}} \\
= & F_{\varphi^{*} \varphi}(x ; w, z), \tag{3.2}
\end{align*}
$$

where

$$
\begin{align*}
& R=\left\{1-2 c \cos \theta e^{-i a(n x)}+c^{2} \exp [-2 i a(n x)]\right\}^{\frac{1}{2}}, \\
& Q=(z n \bar{w})^{2 l_{0}}(z n \tilde{\sim})^{l_{1}-l_{0}-1}(w n \ddot{w})^{l_{1}-l_{0}-1}, \tag{3.3}
\end{align*}
$$

and the range of integration is the upper unit hyperboloid $n^{0}=\left(1+\mathbf{n}^{2}\right)^{\frac{1}{2}}$. All other two-point functions (as well as all truncated Wightman functions) are zero by definition. The field $\varphi(x, z)$ so defined is $T C P$-invariant but not weakly local. For the massdegenerate limit $a=0$, if we put $c=1, m_{0}=m$, $l_{0}=0$, and $l_{1}=\frac{1}{2}$, we find a local field of the type (2.14).

It would be interesting to analyze the implications of locality on the two-point function in the case when it is a Jaffe-type generalized function, ${ }^{12}$ and to find whether the Grodsky-Streater "no-go theorem" ${ }^{11}$ can be extended to this case also. We hope that a further investigation of the examples provided by the representation (1.5) and (2.7) may give some hint for the solution of this problem.
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## APPENDIX A: DERIVATION OF THE REPRESENTATION (1.14) FOR THE INVARIANT KERNEL

We first determine the general form of the invariant monomial

$$
\begin{equation*}
M=\kappa^{a_{1}} \bar{\kappa}^{a_{2}}(\chi p)^{b_{1}}(\bar{\chi} p)^{b_{2}}(\xi p)^{c}(\eta p)^{d} \tag{A1}
\end{equation*}
$$

[^24]of degree of homogeneity ( $\nu_{1}, \nu_{2}$ ) [Eq. (1.2)] with respect to $z$ and ( $v_{1}^{\prime}, v_{2}^{\prime}$ ) with respect to $w$. Recalling the definition of $\kappa, \xi, \eta, \chi$ in terms of $z$ and $w$ [see (1.8), (1.9)], we find the following set of equations for the exponents in (Al):
\[

$$
\begin{align*}
& a_{1}+b_{1}+c=v_{1}=l_{1}+l_{0}-1, \\
& a_{1}+b_{2}+d=v_{1}^{\prime}=l_{1}^{\prime}+l_{0}^{\prime}-1, \\
& a_{2}+b_{2}+c=v_{2}=l_{1}-l_{0}-1,  \tag{A2}\\
& a_{2}+b_{1}+d=v_{2}^{\prime}=l_{1}^{\prime}-l_{0}^{\prime}-1 .
\end{align*}
$$
\]

The general solution of the system (A2) may be expressed in terms of two arbitrary parameters $k$ and $\lambda$ :

$$
\begin{align*}
a_{1} & =l_{0}+l_{0}^{\prime}+k, & a_{2}=k, \\
b_{1} & =\lambda+l_{0}-l_{0}^{\prime}-k, & b_{2}=\lambda-k,  \tag{A3}\\
c & =l_{1}-l_{0}-1-\lambda, & d=l_{1}^{\prime}-l_{0}-1-\lambda .
\end{align*}
$$

Substituting (A3) in (Al) and using (1.13) and (1.15), we find

$$
\begin{align*}
M= & \kappa^{l_{0}+l_{0}{ }^{\prime}}(\chi p)^{l_{0}-l_{l^{\prime}}}(\xi p)^{l_{1}-l_{0}-1} \\
& \quad(\eta p)^{l_{1}^{\prime}-l_{0}-1}\left(\frac{\kappa \bar{\kappa}}{\chi p \cdot \overline{\chi p}}\right)^{k}\left(\frac{\chi p \cdot \bar{\chi} p}{\xi p \cdot \eta p}\right)^{\lambda} \\
= & \kappa^{l_{0}+l_{0}^{\prime}}(\chi p)^{l_{0}-l_{0}^{\prime}}(\xi p)^{l_{1}-l_{0}-1}(\eta p)^{l_{1}^{\prime}-l_{0}-1} \\
& \times\left[2^{\lambda}\left(p^{2}\right)^{k^{k}}\right]^{-1}(1-\cos \theta)^{k}(1+\cos \theta)^{\lambda-k} . \tag{A4}
\end{align*}
$$

The homogeneous invariant kernel $K$ is a superposition of such monomials and hence has the form (1.14).
We mention that the scalar products $p \xi$ and $p \eta$ are always positive (for $\xi_{0}=|\xi|, \eta_{0}=|\eta|, p^{0}>|\mathbf{p}|$ ) so that any (complex) power of these products is well defined and regular in the domain of integration in (1.5). This is not the case for the first two factors in (A4) [or (1.14)]. That is the reason why we ask the exponents of $\kappa$ and $\chi p$ to be positive and apply (1.14) only for $l_{0} \geq\left|l_{0}^{\prime}\right|$. If we had instead, for instance, $l_{0}^{\prime} \geq\left|l_{0}\right|$, we should put $\lambda=l_{0}^{\prime}-l_{0}+\lambda^{\prime}$ and rewrite (A4) in the form

$$
\begin{align*}
& M=\kappa^{l_{0}+l_{0}}(\chi p)^{l_{0}{ }^{\prime}-l_{0}}(\xi p)^{l_{1}-l_{0^{\prime}}-1}(\eta p)^{l_{1^{\prime}}-l_{0^{\prime}-1}} \\
& \times \frac{(1-\cos \theta)^{k}}{2^{\lambda^{\prime}}\left(p^{2}\right)^{k}}(1+\cos \theta)^{\lambda^{\prime}-k}, \tag{A5}
\end{align*}
$$

implying a corresponding modification of (1.14).

## APPENDIX B: EXPLICIT EXPRESSIONS FOR <br> THE CANONICAL BASIS AND THE SPIN EIGENFUNCTIONS AND PROOF OF THE SUMMATION FORMULA (2.8)

The transition from the continuous variable $z=\left(z_{1}, z_{2}\right)$ to the discrete indices $s \zeta$ is given by the expressions of the vectors $\mid s \zeta)=f_{s \zeta}(z)$ of the canonical basis. We shall present them in a form which exhibits their relation to the matrix elements of the irreducible representations of $S U(2)$ and allows automatic sum-
mation over the spin projection to be performed [in particular, to prove (2.8)].

To do this we introduce generalized polar coordinates in the two-dimensional complex space putting

$$
\begin{align*}
& z_{1}=(r)^{\frac{1}{2}} \cos \frac{1}{2} \theta e^{\frac{1}{2 i}(\alpha+\varphi)}, \quad z_{2}=(r)^{\frac{1}{2}} \sin \frac{1}{2} \theta e^{\frac{13}{2 i}(\alpha-\varphi)}, \\
& r \geq 0, \quad 0 \leq \theta \leq \pi, \quad 0 \leq \varphi<2 \pi, \quad 0 \leq \alpha<4 \pi . \tag{B1}
\end{align*}
$$

It is easy to express the generators of $S L(2, C)$ in terms of these variables. The infinitesimal generators of the $S U(2)$ subgroup (the "compact generators") depend only on the angles

$$
\begin{align*}
& M^{3}=-i \frac{\partial}{\partial \varphi} \\
M_{ \pm}= & M^{1} \pm i M^{2} \\
= & e^{ \pm i \varphi}\left( \pm \frac{\partial}{\partial \theta}+\frac{i}{\tan \theta} \frac{\partial}{\partial \varphi}-\frac{i}{\sin \theta} \frac{\partial}{\partial \alpha}\right) ; \tag{B2}
\end{align*}
$$

the generators of the pure Lorentz transformations have the form

$$
\begin{gather*}
N^{3}=i\left(r \cos \theta \frac{\partial}{\partial r}-\sin \theta \frac{\partial}{\partial \theta}\right), \\
N_{ \pm}=N^{1} \pm i N^{2}=e^{ \pm i \varphi}\left(i r \sin \theta \frac{\partial}{\partial r}+i \cos \theta \frac{\partial}{\partial \theta}\right. \\
\left.\mp \frac{1}{\sin \theta} \frac{\partial}{\partial \varphi} \pm \frac{1}{\tan \theta} \frac{\partial}{\partial \alpha}\right) . \tag{B3}
\end{gather*}
$$

The canonical basis for any irreducible representation $\left[l_{0}, l_{1}\right]$ of $S L(2, C)$ is defined by the set of properly normalized eigenvectors $\mid s \zeta$ ) of $\mathbf{M}^{2}$ and $M^{3}$ (see Refs. 4, 7):

$$
\begin{gather*}
\left.\left.\left.\mathbf{M}^{2} \mid s \zeta\right)=s(s+1) \mid s \zeta\right), \quad M^{3} \mid s \zeta\right)=\zeta|s \zeta\rangle \\
s=\left|I_{0}\right|,\left|l_{0}\right|+1, \cdots,-s \leq \zeta \leq s . \tag{B4}
\end{gather*}
$$

The conventionally normalized ${ }^{4}$ solution of Eqs. (B4) has the form

$$
\begin{equation*}
|s \zeta\rangle=f_{s \zeta}^{l_{o} l_{1}}(z)=A_{s} r^{l_{1}-1} D_{l_{0} \zeta}^{(s)}(\alpha, \theta, \varphi), \tag{B5}
\end{equation*}
$$

where

$$
\begin{align*}
A_{s} & =A_{s}^{l_{0} l_{1}} \\
& =\left[(2 s+1) \frac{\Gamma\left(s+1-l_{1}\right) \Gamma\left(\left|l_{0}\right|+1+l_{1}\right)}{\Gamma\left(\left|l_{0}\right|+1-l_{1}\right) \Gamma\left(s+1+l_{1}\right)}\right]^{\frac{1}{2}} \tag{B6}
\end{align*}
$$

and $D_{l_{0} 5}^{(s)}$ are the matrix elements of the irreducible representation of $S U(2)$ (corresponding to spins) as functions of the Euler angles; they can be expressed in terms of the Jacobi polynomials as

$$
\begin{aligned}
& D_{l_{0 \zeta}(s)}^{(\alpha, \theta, \varphi)}=\left[\frac{(s+\zeta)!(s-\zeta)!}{\left(s+l_{0}\right)!\left(s-l_{0}\right)!}\right]^{\frac{1}{2}} e^{\left.i l_{0}+\hbar \zeta \varphi\right)}\left(\tan \frac{1}{2} \theta\right)^{-\delta_{\zeta} l_{0}}
\end{aligned}
$$

$$
\begin{align*}
& \varepsilon_{\zeta}=\operatorname{sgn} \zeta=\zeta /|\zeta| . \tag{B7}
\end{align*}
$$

Equation (B5) allows sum rules to be obtained for products of two basic vectors $f$ :
where $(\alpha, \theta, \varphi)$ are the Euler angles corresponding to the product of rotations $\left(\alpha_{1}, \theta_{1}, \varphi_{1}\right)\left(\alpha_{2}, \theta_{2}, \varphi_{2}\right)^{-1}$ :

$$
\begin{align*}
\cos \theta & =\cos \theta_{1} \cos \theta_{2}+\sin \theta_{1} \sin \theta_{2} \cos \left(\varphi_{1}-\varphi_{2}\right) \\
e^{i(\alpha+\varphi)} & =\frac{\cos \frac{1}{2}\left(\theta_{1}-\theta_{2}\right)+i \cos \frac{1}{2}\left(\theta_{1}+\theta_{2}\right) \tan \frac{1}{2}\left(\varphi_{1}-\varphi_{2}\right)}{\cos \frac{1}{2}\left(\theta_{1}-\theta_{2}\right)-i \cos \frac{1}{2}\left(\theta_{1}+\theta_{2}\right) \tan \frac{1}{2}\left(\varphi_{1}-\varphi_{2}\right)} e^{i\left(\alpha_{1}-\alpha_{2}\right)},  \tag{B9}\\
e^{i(x-\varphi)} & =\frac{\sin \frac{1}{2}\left(\theta_{1}-\theta_{2}\right)-i \sin \frac{1}{2}\left(\theta_{1}+\theta_{2}\right) \tan \frac{1}{2}\left(\varphi_{1}-\varphi_{2}\right)}{\sin \frac{1}{2}\left(\theta_{1}-\theta_{2}\right)+i \sin \frac{1}{2}\left(\theta_{1}+\theta_{2}\right) \tan \frac{1}{2}\left(\varphi_{1}-\varphi_{2}\right)} e^{i\left(\alpha_{1}+\alpha_{2}\right)} .
\end{align*}
$$

Comparing (2.7) with (B8) and (B9), we check (2.8).

## APPENDIX C: ASYMPTOTIC BEHAVIOR OF THE TWO-POINT FUNCTION FOR LARGE SPACELIKE SEPARATIONS

We shall only outline the derivation of the exponential decrease of the two-point function (1.15) (in a theory with a lowest positive mass $m_{0}$ ) without going into mathematical details.
To state the problem properly we have to pass from the continuous variables $z$ and $w$ to vector variables $f$ and $g$ belonging to the representation space [the function $F_{\psi \psi}(x ; z, w)$ is, in general, a distribution of $z$ and $w$-it may not be defined for some special values of these parameters]. Namely, let the field $\psi(x, z)$ be transforming under the irreducible representation $\tau=\left[l_{0}, l_{1}\right]$, and let $f(z) \in D_{r}$, where $D_{\tau}$ is the set of homogeneous function of degree (1.2), infinitely differentiable in the whole complex space $C_{2}$ except the origin. Then, in general, only the linear functional

$$
\begin{equation*}
\psi(x, f)=\int f\left(z_{1}, 1\right) \psi\left(x ; z_{1}, 1\right) d^{2} z_{1}\left(f \in D_{-\tau}\right) \tag{C1}
\end{equation*}
$$

has a meaning [as an operator-valued distribution in $\left.S\left(R_{4}\right)\right]$.

In these terms the two-point function can be written in the following way:

$$
\begin{align*}
F_{\varphi \varphi^{*}}(x ; f, g)= & \langle 0| \varphi\left(\frac{1}{2} x, f\right) \varphi\left(-\frac{1}{2} x, g\right)^{*}|0\rangle \\
= & \sum_{s \geq l_{0}} \int_{m_{0}{ }^{2}}^{\infty} d \sigma_{s}\left(m^{2}\right) \\
& \times \int_{n_{0}=\left(1+n^{2}\right)^{\frac{3}{2}}} K_{s}(n) e^{-i m n x} \frac{d^{3} \mathbf{n}}{n_{0}}, \tag{C2}
\end{align*}
$$

where, in accordance with (2.7),

$$
\begin{align*}
K_{s}(n)= & \left.\iint f\left(z_{(1)}\right)\left(z_{(1)}\right)_{n}^{n} \bar{w}_{(1)}\right)^{2 l_{0}} \\
& \times\left(z_{(1)}^{n} \tilde{z}_{(1)}\right)^{z_{1}-l_{0}-1}\left(w_{(1)} n_{(1)} \bar{w}_{(1)}^{t_{1}-l_{0}-1}\right. \\
& \times P_{s-l_{0}}^{\left(0, l_{0}\right)}(\cos \theta) g\left(w_{(1)}\right) d^{2} z_{1} d^{2} w_{1}, \tag{C3}
\end{align*}
$$

and $z_{(1)}=\left(z_{1}, 1\right), w_{(1)}=\left(w_{1}, 1\right)$ [ $\sigma_{s}$ being related to $\rho_{s}$ of (2.7)].

Now we put $x^{0}=0$ and choose the third axis along $\mathbf{x}$ [so that $\mathbf{x}=(0,0, r), r>0$ ].

We see from (C3) that, for $k$ sufficiently large,

$$
\frac{\partial^{k}}{\partial n_{3}^{k}}\left(\frac{1}{n_{0}} K_{s}(n)\right)
$$

is absolutely integrable. This permits us (after a repeated integration by parts with respect to $n_{3}$ and a subsequent integration in $n_{1}$ and $n_{2}$ ) to rewrite (C2) in the form

$$
\begin{align*}
& F_{\varphi \varphi^{*}} *(0,0,0, r ; f, g) \\
& =\sum_{s \geq I_{0}} \int_{m_{0}}^{\infty} \frac{d \sigma_{s}\left(m^{2}\right)}{(r m)^{k}} \int_{-\infty}^{\infty} d n_{3} F_{s}\left(n_{3}\right) e^{i m n_{3} r} \tag{C4}
\end{align*}
$$

with

$$
F_{s}\left(n_{3}\right)=\iint \frac{\partial^{k}}{\partial n_{3}^{k}}\left(\frac{1}{n_{0}} K_{s}(n)\right) d n_{1} d n_{2}
$$

From the explicit expression of $K_{s}(\mathrm{C} 3)$, we see that $F_{s}\left(n_{3}\right)$ is analytic in the strip

$$
-i<n_{3}<i
$$

and may have a power-type singularity for $n_{3}=i$, which we shall write in the form

$$
C /\left(n_{3}+i\right)^{\lambda+k+1}
$$

( $\lambda$ being real). This permits shifting the contour of integration in (C4) to $n_{3}=i+\nu$; we finally obtain

$$
\begin{align*}
& F_{\varphi \varphi} *(0,0,0, r ; f, g) \\
& \quad=r^{\lambda} e^{-m_{0} r} \int_{m_{0}}^{\infty} e^{-\left\langle m-m_{0}\right) r} G_{s}\left(m^{2}\right) d \sigma_{s}\left(m^{2}\right), \tag{C5}
\end{align*}
$$

where $G_{s}$ is a continuous polynomially bounded function of $m^{2}$. This proves that, apart from a power of $r$, the two-point function decreases like $e^{-m_{0} r}$ for large spacelike separations $r$.
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#### Abstract

A perturbation method given in a previous paper of this series is applied to two physical examples, the electron plasma wave and a nonlinear Klein-Gordon equation. In these systems, and probably in most physical systems, an assumed condition for a mode of $l=0$ is not valid. Consequently, the direct application of the method is impossible. In the present paper, we shall illustrate by these examples how this difficulty can be overcome to allow us to use the method. As a result we shall find that, in either case, the original equation can be reduced to the nonlinear Schrödinger equation.


## 1. INTRODUCTION

In a previous paper ${ }^{1}$ of this series, we formulated a perturbation method to account for a modulation of plane waves due to nonlinear self-interactions. A system of equations, which we considered, was

$$
\frac{\partial U}{\partial t}+A(U) \frac{\partial U}{\partial x}+B(U)=0,
$$

for a column vector $U$ with $n$ components, where the $n \times n$ matrix $A$ and the column vector $B$ are, in general, vector-valued functions of $U$, see Eq. (I.1). [(I.1) denotes Eq. (1) in I. In what follows, this notation will be used for any equations in I.] First, the system was linearized about a constant solution $U_{0}$ to characterize the plane waves by means of the dispersion relation [Eq. (I.4)]:

$$
\operatorname{det} W_{ \pm 1} \equiv\left|\mp i \omega I \pm i k A_{0}+\nabla B_{0}\right|=0 .
$$

Then, for the matrices $W_{l}(l=0, \pm 2, \pm 3, \cdots)$, we assumed that $\left[\mathrm{Eq} .\left(\mathrm{I} .4^{\prime}\right)\right]$ :

$$
\operatorname{det} W_{l} \neq 0, \quad|l| \neq 1
$$

However, as was noted at the end of $I$, in physical problems the condition is not, in general, valid for $l=0$. Consequently, the method cannot be applied directly. In the present paper, we show by examples that, nevertheless, the method is still applicable to such systems.
The first example given in the next section is the electron plasma wave in a background of fixed ions, in which case the use of Poisson's equation as a subsidiary condition enables us to determine successively the components of $l=0$, i.e., $U_{0}^{(\alpha)}$ 's of Eq. (I.5). For other modes of $l \neq 0$, one can follow the process of I. We are thus able to exhibit a reduction

[^25]of the original system of equations to a single tractable nonlinear equation. The equation is the nonlinear Schrödinger equation (I.16), which admits a further reduction to the Kortweg-de Vries equation. Special solutions in the lowest order of perturbation will be given in explicit forms.

In Sec. 3 a nonlinear Klein-Gordon equation is discussed as an example. Transformation of the second-order equation into the matrix form (I.1) is straightforward but shows that det $W_{0}$ also vanishes. The difficulty can be overcome in a way similar to that for the electron plasma wave, and, furthermore, the original equation is reduced to a nonlinear Schrödinger equation.

## 2. ELECTRON PLASMA WAVE

The equations governing the one-dimensional motion of an isothermal electron fluid without dissipation ${ }^{2}$ are the continuity equation

$$
\begin{equation*}
\frac{\partial n}{\partial t}+u \frac{\partial n}{\partial x}+n \frac{\partial u}{\partial x}=0 \tag{1a}
\end{equation*}
$$

and the momentum balance-equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}+\frac{\kappa T_{e}}{m n} \frac{\partial n}{\partial x}+\frac{e}{m} E=0 . \tag{1b}
\end{equation*}
$$

Here, $n$ and $u$ are the density and the flow velocity, respectively, $m$ and $e$ are the electron mass and charge, respectively, $\kappa$ is the Boltzmann constant, $T_{e}$ is the constant temperature, and $E$ denotes the longitudinal component of the electric field. The hydrodynamic equations (1a), (1b) are coupled with Poisson's equation

$$
\begin{equation*}
\frac{\partial E}{\partial x}=4 \pi e\left(n_{0}-n\right), \tag{1c}
\end{equation*}
$$

[^26]where $n_{0}$ is a constant density of fixed ions. Equations (1a)-(lc) constitute a complete set of equations which determine $n, u$, and $E$. However, in order to work with the system of equations written in the form of (I.1), we consider, instead of Eq. (1c), the longitudinal component of the first Maxwell equation,
\[

$$
\begin{equation*}
\frac{\partial E}{\partial t}-4 \pi e n u=0 \tag{1d}
\end{equation*}
$$

\]

Then Eqs. (1a) and (1d) imply that Poisson's equation (1c) perpetuates if it is valid initially. Consequently, it may be considered as a subsidiary condition. Thus, we have the system of equations [Eq. (I.1)]:

$$
\frac{\partial U}{\partial t}+A \frac{\partial U}{\partial x}+B=0
$$

with the representations

$$
\begin{align*}
U & =\left(\begin{array}{c}
n \\
u \\
E
\end{array}\right),  \tag{2a}\\
A & =\left(\begin{array}{ccc}
u & n & 0 \\
\kappa T_{e} / m n & u & 0 \\
0 & 0 & u
\end{array}\right),  \tag{2b}\\
B & =\left(\begin{array}{c}
0 \\
(e / m) E \\
-4 \pi e n_{0} u
\end{array}\right) . \tag{2c}
\end{align*}
$$

A constant solution $U^{(0)}$, about which the expansion (5.1) is considered, may be taken as

$$
U^{(0)} \equiv\left(\begin{array}{c}
n_{0}  \tag{3}\\
0 \\
0
\end{array}\right)
$$

Then the matrix $W_{l}$, i.e., $-i \omega l I+i k l A_{0}+\nabla B_{0}$, becomes

$$
\left(\begin{array}{ccc}
-i l \omega & i l k n_{0} & 0  \tag{4a}\\
i l k a^{2} / n_{0} & -i l \omega & e / m \\
0 & -4 \pi e n_{0} & -i l \omega
\end{array}\right)
$$

and det $W_{1}=0$ yields the dispersion relation

$$
\begin{equation*}
\omega^{2}=\omega_{0}^{2}+a^{2} k^{2}, \tag{4b}
\end{equation*}
$$

where $\omega_{0}$ is the plasma frequency $\left(4 \pi n_{0} e^{2} / m\right)^{\frac{1}{2}}$ and $a$ the thermal velocity ( $\left.\kappa T_{e} / m\right)^{\frac{1}{2}}$. Thus, the vectors $R$ and $L$ introduced through Eqs. (9) and (I.9') are

$$
\begin{align*}
R & =\left(\begin{array}{c}
1 \\
\omega / k n_{0} \\
i 4 \pi e / k
\end{array}\right)  \tag{5a}\\
L & =\left(a^{2} / n_{0}, \omega / k,-i e / m k\right) \tag{5b}
\end{align*}
$$

Computations of the coefficients $\alpha$ and $\beta$ given by Eq. (I.14) are straightforward, and we have

$$
\begin{align*}
& \alpha=2 \omega^{2} / n_{0} k^{2},  \tag{6a}\\
& \beta=-i \omega_{0}^{2} a^{2} / \omega k^{2} n_{0} \tag{6b}
\end{align*}
$$

Since det $W_{l}$ does not vanish for any $l$ except 0 and $\pm 1$, one can directly calculate $R_{2}^{(2)}$ of Eq. (I.15a):

$$
R_{2}^{(2)}=\frac{1}{3 n_{0} \omega_{0}^{2}}\left(\begin{array}{c}
4 \omega^{2}+2 \omega_{0}^{2}  \tag{7}\\
\omega\left(4 \omega^{2}-\omega_{0}^{2}\right) / n_{0} k \\
i 4 \pi e\left(2 \omega^{2}+\omega_{0}^{2}\right) / k
\end{array}\right) .
$$

However, det $W_{0}$ obviously vanishes; hence, $U_{0}^{(2)}$ and, consequently, $R_{0}^{(2)}$ can not be given by Eq. (I.15b), and the method of solution of $I$ is not directly applicable. In the subsequent discussions, we show that by means of the subsidiary condition (1c), the difficulty is overcome and the $U_{0}^{(\alpha)}$ 's are determined successively. First, we note that for $l=0$, the left-hand side of Eq. (lc) is

$$
\epsilon^{2}\left(\partial E_{0}^{(1)} / \partial \xi\right)+\epsilon^{3}\left(\partial E_{0}^{(2)} / \partial \xi\right)+\cdots .
$$

Hence, one has immediately that

$$
n_{0}^{(1)}=0
$$

whence Eq. (I.7a) for $l=0$ (i.e., $W_{0} U_{0}^{(1)}=0$ ) yields

$$
u_{0}^{(1)}=E_{0}^{(1)}=0
$$

and, consequently,

$$
\begin{equation*}
U_{0}^{(1)}=0 . \tag{8}
\end{equation*}
$$

Substituting Eq. (8) in Eq. (1c), we find that

$$
n_{0}^{(2)}=0 .
$$

On the other hand, for $l=0$, Eq. (I.7b) becomes
$W_{0} U_{0}^{(2)}+i k\left[\left(\nabla A_{0} \cdot R^{*}\right) R-\left(\nabla A_{0} \cdot R\right) R^{*}\right]\left|\phi^{(1)}\right|^{2}=0$. It is easy to see that this equation determines all the components of $U_{0}^{(2)}$ except $n_{0}^{(2)}$. After elementary calculations we thus obtain

$$
U_{0}^{(2)}=\frac{-2 \omega}{n_{0}^{2} k}\left(\begin{array}{l}
0  \tag{9a}\\
1 \\
0
\end{array}\right)\left|\phi^{(1)}\right|^{2}
$$

or

$$
R_{0}^{(2)}=\frac{-2 \omega}{n_{0}^{2} k}\left(\begin{array}{l}
0  \tag{9b}\\
1 \\
0
\end{array}\right)
$$

In this way, we can proceed to any desired order in $\epsilon$. Substituting Eqs. (7) and (9b) in Eq. (I.14c),

$$
\begin{equation*}
\gamma=i a^{2} \omega\left(8 \omega^{2}+\omega_{0}^{2}\right) / 3 n_{0}^{3} \omega_{0}^{2} \tag{10}
\end{equation*}
$$

and we finally obtain Eq. (I.16):

$$
\begin{equation*}
i \frac{\partial \phi^{(1)}}{\partial \tau}+p \frac{\partial^{2} \phi^{(1)}}{\partial \xi^{2}}+q\left|\phi^{(1)}\right|^{2} \phi^{(1)}=0 \tag{11a}
\end{equation*}
$$

Here $p$ and $q$ are given by the equations

$$
\begin{align*}
& p=\beta /|\alpha|=\omega_{0}^{2} a^{2} / 2 \omega^{3}  \tag{11b}\\
& q=\gamma /|\alpha|=-k^{2} a^{2}\left(8 \omega^{2}+\omega_{0}^{2}\right) / 6 n_{0}^{2} \omega \omega_{0}^{2} \tag{11c}
\end{align*}
$$

Special solutions can be found easily. Assume, for $\phi^{(1)}$, the form

$$
\phi^{(1)}=f(\xi) \exp (-i v \tau),
$$

where $\nu$ is a positive constant.
Let $f$ be a real function of $\xi$. Then one has

$$
\begin{equation*}
\frac{d^{2} f}{d \xi^{2}}+\tilde{v} f+\tilde{\gamma} f^{3}=0 \tag{12}
\end{equation*}
$$

in which $\tilde{\boldsymbol{v}}$ and $\tilde{\gamma}$ are equal to $\nu / p$ and $q / p$, respectively, e.g.,

$$
\begin{align*}
& \tilde{v}=2 \omega^{3} v /\left(\omega_{0} a\right)^{2}  \tag{13a}\\
& \tilde{\gamma}=-\omega^{2} k^{2}\left(8 \omega^{2}+\omega_{0}^{2}\right) / 3 n_{0}^{2} \omega_{0}^{4} . \tag{13b}
\end{align*}
$$

Hence, in this case, the system is equivalent to the motion of a mass point under the potential

$$
\begin{equation*}
V(f)=\frac{1}{2} \tilde{v} f^{2}+\frac{1}{4} \tilde{\gamma} f^{4} \tag{14}
\end{equation*}
$$

Figure 1 shows that the motion is oscillatory for amplitudes below the critical amplitude $(-\tilde{\nu} / \tilde{\gamma})^{\frac{1}{2}}=$ $(-v / q)^{\frac{1}{2}}$, for which $f$ becomes

$$
\begin{equation*}
f=(-v / q)^{\frac{1}{2}} \tanh \left[(v / 2 p)^{\frac{1}{2}} \xi\right] . \tag{15}
\end{equation*}
$$

If $f$ is complex valued, we have the plane wave (I.18), i.e., Eq. (11a) is satisfied by

$$
\begin{equation*}
f=\phi_{0} \exp (i s \xi) \tag{16a}
\end{equation*}
$$

provided $s$ is given by

$$
\begin{equation*}
\nu=p s^{2}-q \phi_{0}^{2} . \tag{16b}
\end{equation*}
$$

Since $p q<0$, as was shown in Eq. (I.20) below, the plane waves are stable for modulation, and Eq. (11a) can be reduced, in an asymptotic sense, to the


Fig. 1. Potential curve.

Kortweg-de Vries equation. That is, consider the solution of the form (I.19)

$$
\begin{equation*}
\phi^{(1)}=\rho^{\frac{1}{2}} \exp \left[i \int \frac{\sigma d \xi}{2 p}\right] \tag{17}
\end{equation*}
$$

to obtain the system of equations [(I.20a) and (I.20b)] for $\rho$ and $\sigma$ :

$$
\begin{gathered}
\frac{\partial \rho}{\partial \tau}+\sigma \frac{\partial \rho}{\partial \xi}+\rho \frac{\partial \sigma}{\partial \xi}=0 \\
\frac{\partial \sigma}{\partial \tau}+\sigma \frac{\partial \sigma}{\partial \xi}-2 p q \frac{\partial \rho}{\partial \xi}-p^{2} \frac{\partial}{\partial \xi}\left\{\left(\frac{1}{\rho}\right)^{\frac{1}{2}} \frac{\partial}{\partial \xi}\left[\left(\frac{1}{\rho}\right)^{\frac{1}{2}} \frac{\partial \rho}{\partial \xi}\right]\right\}=0 .
\end{gathered}
$$

Here, we note that Eqs. (I.20) admit the solitary wave; namely, under the boundary condition for $\xi \rightarrow \infty$,

$$
\begin{aligned}
& \rho=\rho_{0}, \\
& \sigma=a^{*}-\sigma_{\infty}, \quad \sigma_{\infty}>0,
\end{aligned}
$$

one has

$$
\begin{align*}
\sigma= & a^{*}-\sigma_{\infty}\left\{1-\left(1-M^{2}\right)\right. \\
& \left.\times \operatorname{sech}^{2}\left[\left(a^{*} / 2 p\right)\left(1-M^{2}\right)^{\frac{1}{2}}\left(\xi-a^{*} \tau\right)\right]\right\}^{-1},  \tag{18a}\\
\rho= & \rho_{0}-\rho_{0}\left(1-M^{2}\right) \\
& \times \operatorname{sech}^{2}\left[\left(a^{*} / 2 p\right)\left(1-M^{2}\right)^{\frac{1}{2}}\left(\xi-a^{*} \tau\right)\right] \tag{18b}
\end{align*}
$$

where $a^{*}$ is the effective sound velocity equal to $\left(-2 p q \rho_{0}\right)^{\frac{1}{2}}$, whence $M$ is the Mach number $\sigma_{\infty} / a^{*}$, which is less than unity in order that the solitary wave exist. Then an expansion in terms of a small parameter $\mu(>0)$,

$$
\begin{aligned}
& \rho=\rho_{0}+\mu \rho_{1}+\mu^{2} \rho_{2}+\cdots \\
& \sigma=\mu \sigma_{1}+\mu^{2} \sigma_{2}+\cdots
\end{aligned}
$$

yields the Kortweg-de Vries equation for $\rho_{1}$ and $\sigma_{1}$ :

$$
\begin{gather*}
\frac{\partial \sigma_{1}}{\partial \tau^{\prime}}+\frac{3}{2} \sigma_{1} \frac{\partial \sigma_{1}}{\partial \xi^{\prime}}-\frac{\sigma_{1 \infty}}{2}\left(\frac{\partial \sigma_{1}}{\partial \xi^{\prime}}\right)-\frac{p^{2}}{2 a^{*}} \frac{\partial^{3} \sigma_{1}}{\partial \xi^{\prime 3}}=0  \tag{19a}\\
\rho_{1}=\left(\rho_{0} / a^{*}\right)\left(\sigma_{1}-\sigma_{1 \infty}\right) \tag{19b}
\end{gather*}
$$

in which $\xi^{\prime}$ and $\tau^{\prime}$ are stretched coordinates defined as

$$
\begin{aligned}
\xi^{\prime} & =\mu^{\frac{1}{2}}\left(\xi-a^{*} \tau\right), \\
\tau^{\prime} & =\mu^{\frac{3}{2}} \tau .
\end{aligned}
$$

We have assumed $\sigma_{1} \rightarrow \sigma_{1 \infty}>0, \rho_{1} \rightarrow 0$ for $\xi \rightarrow \infty$. From Eq. (19a), we get the solitary wave

$$
\begin{equation*}
\sigma_{1}=\sigma_{1 \infty}-2 \sigma_{1 \infty} \cdot \operatorname{sech}^{2}\left[\frac{1}{2}\left(2 \sigma_{1 \infty} a^{*} / p^{2}\right)^{\frac{1}{2}} \xi^{\prime}\right] \tag{20}
\end{equation*}
$$

which, of course, also results from Eq. (18a) if we put $M^{2}=1-2 \mu$ and $\sigma_{\infty}=\sigma_{1 \infty}$. Substituting Eq. (20) in Eq. (17) gives

$$
\begin{align*}
\phi^{(1)} \simeq & \rho_{0}^{\frac{1}{2}}\left(1+\sigma / 2 a^{*}\right)[\exp (\dot{-i} i \gamma)] \\
& \times \exp \left\{i \sigma_{\infty}\left[\xi-(2 / \delta) \tanh \delta\left(\xi-a^{*} \tau\right)\right]\right\} . \tag{21}
\end{align*}
$$

Here, $\sigma$ and $\sigma_{\infty}$ stand for $\mu\left(\sigma_{1}-\sigma_{1 \infty}\right)$ and $\mu \sigma_{1 \infty}$, respectively, and $\delta$ designates $\frac{1}{2}\left(2 \sigma_{\infty} a^{*} \mu / p^{2}\right)^{\frac{1}{2}}$, where $\nu$ is $-q \rho_{0}$.

## 3. NONLINEAR KLEIN-GORDON EQUATION

Consider the nonlinear Klein-Gordon equation ${ }^{3}$ for a real scalar function $\psi$ :

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial t^{2}}-\frac{\partial^{2} \psi}{\partial x^{2}}+m^{2} \psi+\kappa \psi^{3}=0 \tag{22}
\end{equation*}
$$

where $m$ and $\kappa$ are real constants. Introducing $\chi$ and $\phi$ by the equations

$$
\begin{align*}
& \chi-\frac{\partial \psi}{\partial x}=0  \tag{23a}\\
& \phi-\frac{\partial \psi}{\partial t}=0 \tag{23b}
\end{align*}
$$

and differentiating Eq. (23a) with respect to $t$, we can bring Eq. (22) into the matrix form (I.1):

$$
\begin{equation*}
\frac{\partial U}{\partial t}+A \frac{\partial U}{\partial x}+B=0 . \tag{24}
\end{equation*}
$$

Here, $U, A$, and $B$ take the forms

$$
\begin{align*}
& U=\left(\begin{array}{l}
\phi \\
\chi \\
\psi
\end{array}\right),  \tag{25a}\\
& A=\left(\begin{array}{rrr}
0 & -1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right),  \tag{25b}\\
& B=\left(\begin{array}{c}
m^{2} \psi+\kappa \psi^{3} \\
0 \\
-\phi
\end{array}\right) . \tag{25c}
\end{align*}
$$

In what follows, Eq. (23a) will be regarded as a subsidiary condition which perpetuates if it is valid initially. We now assume the expansion (I.5) about the constant solution

$$
U_{0}=0 .
$$

Then the matrices $W_{l}$ are expressed by

$$
W_{l}=\left(\begin{array}{ccc}
-i l \omega & -i l k & m^{2}  \tag{26}\\
-i l k & -i l \omega & 0 \\
-1 & 0 & -i l \omega
\end{array}\right)
$$

The dispersion relation det $W_{ \pm 1}=0$ becomes

$$
\begin{equation*}
\omega^{2}-k^{2}-m^{2}=0, \tag{27}
\end{equation*}
$$

[^27]which implies
$$
\operatorname{det} W_{l} \neq 0,
$$
unless $|l|$ is zero or unity. Hence, the $U_{l}^{(1)}$, except $U_{0}^{(1)}$, are given by Eqs. (I.8), i.e.,
\[

$$
\begin{gather*}
U_{l}^{(1)}=0, \quad \text { for } \quad \mid \| \geq 2,  \tag{28a}\\
U_{1}^{(1)}=\phi^{(1)} R, \tag{28b}
\end{gather*}
$$
\]

where $R$ is the column vector introduced in Eq. (I.9) and takes the form

$$
R=\left(\begin{array}{c}
\omega  \tag{29a}\\
-k \\
i
\end{array}\right)
$$

The corresponding row vector $L$ may be given by

$$
\begin{equation*}
L=\left(\omega,-k,-i m^{2}\right) . \tag{29b}
\end{equation*}
$$

Since det $W_{0}$ vanishes also in this example, a different method is required to account for $U_{0}^{(\alpha)}$. Consider the component $l=0$ of Eq. (24). For the first order in $\epsilon$, it yields

$$
\phi_{0}^{(1)}=\psi_{0}^{(1)}=0 ;
$$

hence, the subsidiary condition (23a) yields

$$
\chi_{0}^{(1)}=0
$$

and, consequently, we have

$$
\begin{equation*}
U_{0}^{(1)}=0 . \tag{28c}
\end{equation*}
$$

Similarly, by substituting Eqs. (28a) and (28c) in Eqs. (24) and (23a), for the second order in $\epsilon$ we have

$$
\begin{equation*}
U_{0}^{(2)}=0 . \tag{30a}
\end{equation*}
$$

Computations of the $U_{l}^{(2)}(l \neq 0)$ are straightforward: Since

$$
\nabla A_{0}=\nabla \nabla A_{0}=\nabla \nabla B_{0}=0,
$$

we find from Eqs. (12c), (12d), and (15a) that

$$
\begin{equation*}
U_{2}^{(2)}=U_{-2}^{(2)}=R_{2}^{(2)}=0 \tag{30b}
\end{equation*}
$$

and solving Eq. (I.10) for $U_{1}^{(2)}$ yields

$$
U_{1}^{(2)}=\phi^{(2)} R+i\left(\begin{array}{c}
-k / \omega  \tag{30c}\\
1 \\
0
\end{array}\right) \frac{\partial \phi^{(1)}}{\partial \xi} .
$$

Introducing Eqs. (29) and (30) into Eqs. (I.14) yields

$$
\begin{align*}
& \alpha=2 \omega^{2},  \tag{31a}\\
& \beta=-i m^{2} / \omega,  \tag{31b}\\
& \gamma=3 i \omega \kappa . \tag{31c}
\end{align*}
$$

Hence, we have Eq. (I.16):

$$
i \frac{\partial \phi^{(1)}}{\partial \tau}+p \frac{\partial^{2} \phi^{(1)}}{\partial \xi^{2}}+q\left|\phi^{(1)}\right|^{2} \phi^{(1)}=0
$$

with

$$
\begin{aligned}
& p=m^{2} / 2 \omega^{3} \\
& q=-3 \kappa / 2 \omega
\end{aligned}
$$

For a negative $\kappa, p q$ is positive so that this equation admits the solitary-wave solution, such as that given by Eq. (I.17), while the plane waves are modulationally unstable as was stated before in Eq. (I.18). On the other hand, if $\kappa$ is positive, we have the solutions such as those given in Sec. 2 for the plasma wave, and the equation can be reduced to the Kortweg-de Vries equation.
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The transformation properties of the bispinor function $\psi^{(D)}(x)$ with respect to the restricted homogeneous Lorentz group $S O(3,1)$ are well known. However, it has also been long known that larger groups, in fact certain groups of rotations in five- and six-dimensional spaces, are pertinent to discussions of
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In a previous publication, ${ }^{8}$ henceforth referred to as BC, two features of Eq. (1.1) assume significance: namely, the linearity in all five of the quantities $p_{\mu}, m$, and the existence of five different ways of expressing one and the same Lorentz-invariant scalar product

[^29]$\left(\psi_{1}^{(D)}, \psi_{2}^{(D)}\right)$ of any two solutions $\psi_{1,2}^{(D)}(x)$. The five expressions are all simple in the momentum representation, introduced by defining
\[

$$
\begin{array}{r}
\psi^{(D)}\left(x_{0}, \mathbf{x}\right)=(2 \pi)^{-\frac{3}{2}} \int \frac{d^{3} k}{\omega(\mathbf{k}, m)} e^{i \mathbf{k} \cdot \mathbf{x}}\left\{e^{-i \omega(\mathbf{k}, m) x_{0}} \chi^{(D)+}(\mathbf{k})\right. \\
\left.\quad+e^{+i \omega(\mathbf{k}, m) x_{0}} \chi^{(D)-}(\mathbf{k})\right\}, \tag{1.4}
\end{array}
$$
\]

where

$$
\begin{equation*}
\omega(\mathbf{k}, m)=\left(\mathbf{k}^{2}+m^{2}\right)^{\frac{1}{2}} \tag{1.5}
\end{equation*}
$$

and with, conversely,

$$
\begin{align*}
& \chi^{(D) \pm}(\mathbf{k})=e^{ \pm i \omega(\mathbf{k}, m) x_{0}} \frac{1}{2}\left[\omega(\mathbf{k}, m) \pm p_{0}\right](2 \pi)^{-\frac{3}{2}} \\
& \times \int d^{3} x e^{-i \mathbf{k} \cdot \mathbf{x}} \psi^{(D)}\left(x_{0}, \mathbf{x}\right) \tag{1.6}
\end{align*}
$$

Then the well-known coordinate representation form

$$
\begin{equation*}
\left(\psi_{1}^{(D)}, \psi_{2}^{(D)}\right)=\int_{x_{0} \text { const }} d^{3} x \psi_{1}^{(D)^{\dagger}}\left(x_{0}, \mathbf{x}\right) \psi_{2}^{(D)}\left(x_{0}, \mathbf{x}\right) \tag{1.7}
\end{equation*}
$$

where $\psi^{(D) \dagger}$ is the Hermitian conjugate of $\psi^{(D)}$, yields the five expressions

$$
\begin{align*}
& \left(\psi_{1}^{(D)}, \psi_{2}^{(D)}\right) \\
& =\int \frac{d^{3} k}{\omega^{2}(\mathbf{k}, m)}\left\{\chi_{1}^{(D)+\dagger}(\mathbf{k}) \chi_{2}^{(D)+}(\mathbf{k})+\chi_{1}^{(D)-\dagger}(\mathbf{k}) \chi_{2}^{(D)-(\mathbf{k})\}}\right.  \tag{1.8a}\\
& \quad=\int \frac{d^{3} k}{m \omega(\mathbf{k}, m)}\left\{\bar{\chi}_{1}^{(D)+}(\mathbf{k}) \chi_{2}^{(D)+}(\mathbf{k})-\bar{\chi}_{1}^{\left.(D)-(\mathbf{k}) \chi_{2}^{(D)-}(\mathbf{k})\right\}}\right. \tag{1.8b}
\end{align*}
$$

and

$$
\begin{aligned}
= & \int \frac{d^{3} k}{\omega(\mathbf{k}, m) k_{i}}\left\{\bar{\chi}_{1}^{(D)+}(\mathbf{k}) \gamma_{i} \chi_{2}^{(D)+}(\mathbf{k})\right. \\
& \left.-\bar{\chi}_{1}^{(D)-}(\mathbf{k}) \gamma_{i} \chi_{2}^{(D)-}(\mathbf{k})\right\}
\end{aligned}
$$

$$
\begin{equation*}
(i=1,2, \text { or } 3 ; \text { no summation }) ; \tag{1.8c}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\chi}^{(D) \pm}=\chi^{(D) \pm}{ }^{\dagger} \gamma_{0} \tag{1.9}
\end{equation*}
$$

The equivalence of these five expressions is established using the identity

$$
\begin{equation*}
k_{\mu} \bar{\chi}_{1}^{(D) \pm}(\mathbf{k}) \chi_{2}^{(D) \pm}(\mathbf{k})=m \bar{\chi}_{1}^{(D) \pm}(\mathbf{k}) \gamma_{\mu} \chi_{2}^{(D) \pm}(\mathbf{k}) \tag{1.10}
\end{equation*}
$$

where we define

$$
\begin{equation*}
k_{0} \chi^{(D) \pm}(\mathbf{k})= \pm \omega(\mathbf{k}, m) \chi^{(D) \pm}(\mathbf{k}) \tag{1.11}
\end{equation*}
$$

Equation (1.10) in turn follows ${ }^{9}$ from the fact that one

[^30]has, from (1.1) and (1.6),
\[

$$
\begin{equation*}
\left(\gamma_{\mu} k^{\mu}-m\right) \chi_{1,2}^{(D) \pm}=0 \tag{1.12}
\end{equation*}
$$

\]

In BC we considered momentum-dependent matrix transformations of the form

$$
\begin{equation*}
\psi^{(D)}(x) \rightarrow \psi^{\prime}(x)=V(p, m) \psi^{(D)}(x) \tag{1.13}
\end{equation*}
$$

leading to the equation

$$
\begin{equation*}
V(p, m)\left[\gamma_{\mu} p^{\mu}-m\right] V^{-1}(p, m) \psi^{\prime}=0 \tag{1.14}
\end{equation*}
$$

Five special classes of such transformations were presented, with every transformation in a given class having two properties characteristic of that class.

The first of these properties is that the linearity in a corresponding one of the five quantities $p_{\mu}, m$ is maintained in the transformed equation. In this way " $p_{0}$-, " $p_{1}-$, " $p_{2}$-, " $p_{3}$,, and " $m$-linear" equations are obtained.

Amongst the " $p_{0}$-linear" forms, one finds the Foldy-Wouthuysen-Tani ${ }^{10}$ equation

$$
\begin{equation*}
p_{0} \psi^{(F)}=\gamma_{0} \omega(\mathbf{p}, m) \psi^{(F)} \tag{1.15}
\end{equation*}
$$

with, in this case,

$$
\begin{equation*}
\psi^{(F)}(x)=F(\mathbf{p}, m) \psi^{(D)}(x) \tag{1.16}
\end{equation*}
$$

where

$$
\begin{equation*}
F(\mathbf{p}, m)=\exp \left[\frac{\boldsymbol{\gamma} \cdot \mathbf{p}}{2|\mathbf{p}|} \arctan \left(\frac{|\mathbf{p}|}{m}\right)\right] \tag{1.17}
\end{equation*}
$$

Also of the " $p_{0}$-linear" type is the equation proposed by Mendlowitz ${ }^{11}$ :

$$
\begin{equation*}
p_{0} \psi^{(M)}=\omega(\mathbf{p}, m) \gamma_{0} \frac{\gamma \cdot \mathbf{p}}{|\mathbf{p}|} \psi^{(M)} \tag{1.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi^{(M)}(x)=M(\mathbf{p}, m) \psi^{(D)}(x) \tag{1.19}
\end{equation*}
$$

with

$$
\begin{equation*}
M(\mathbf{p}, m)=\exp \left[-\frac{\mathbf{\gamma} \cdot \mathbf{p}}{2|\mathbf{p}|} \arctan \left(\frac{m}{|\mathbf{p}|}\right)\right] \tag{1.20}
\end{equation*}
$$

Amongst the " $m$-linear" equations is that proposed by Chakrabarti ${ }^{12}$ :

$$
\begin{equation*}
\epsilon\left(p_{0}\right)\left(p_{\mu} p^{\mu}\right)^{\frac{1}{2}} \gamma_{0} \psi^{(C)}=m \psi^{(C)} \tag{1.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon\left(p_{0}\right)=p_{0}\left|p_{0}\right|^{-1} \tag{1.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi^{(C)}(x)=C(p) \psi^{(D)}(x) \tag{1.23}
\end{equation*}
$$

[^31]with
\[

$$
\begin{equation*}
C(p)=\exp \left\{-\frac{\epsilon\left(p_{0}\right) \gamma_{0} \gamma \cdot \mathbf{p}}{2|\mathbf{p}|} \operatorname{arc} \tanh \left(\frac{|\mathbf{p}|}{\left|p_{0}\right|}\right)\right\} . \tag{1.24}
\end{equation*}
$$

\]

The simplest " $p_{3}$-linear" form obtained is

$$
\begin{equation*}
p_{3} \psi^{\prime}=\epsilon\left(p_{0}\right) \lambda\left(p_{0}, p_{1}, p_{2}, m\right) \gamma_{0} \gamma_{3} \psi^{\prime}, \tag{1.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda\left(p_{0}, p_{1}, p_{2}, m\right)=\left[\left(p_{0}\right)^{2}-\left(p_{1}\right)^{2}-\left(p_{2}\right)^{2}-m^{2}\right]^{\frac{1}{2}} \tag{1.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi^{\prime}(x)=W\left(p_{0}, p_{1}, p_{2}, m\right) \psi^{(D)}(x) \tag{1.27}
\end{equation*}
$$

with

$$
\begin{align*}
& W\left(p_{0}, p_{1}, p_{2}, m\right) \\
& =\exp \left\{-\frac{\epsilon\left(p_{0}\right) \gamma_{0}\left(\gamma_{1} p_{1}+\gamma_{2} p_{2}+m\right)}{2\left[\left(p_{1}\right)^{2}+\left(p_{2}\right)^{2}+m^{2}\right]^{\frac{1}{2}}}\right. \\
& \left.\quad \times \operatorname{arctanh}\left(\frac{\left[\left(p_{1}\right)^{2}+\left(p_{1}\right)^{2}+m^{2}\right]^{\frac{1}{2}}}{\left|p_{0}\right|}\right)\right\} . \tag{1.28}
\end{align*}
$$

The second property characterizing a given one of the five classes is that every transformation within that class preserves the Dirac scalar product in a corresponding one of the five modes (1.8a)-(1.8c), so that each class consists of canonical transformations. In fact, the transformations leading to " $p_{0}$-, " $m$-, and " $p_{i}$-linear" forms preserve the modes (1.8a)-(1.8c), respectively.

In describing a subset of transformations (1.13) as momentum-dependent $S O(4,1)$ transformations, making use of the connection between Eq. (1.1) and this group, we aim here in particular to interpret the above results of BC in group-theoretical terms. To this end, in Sec. 2, we make explicit this connection to the extent required in what follows.

In Sec. 3, the significance of such a connection in regard to transformations of the form (1.13) is established. We stress in particular the existence of five subgroups of $\operatorname{SO}(4,1)$, labeled by us $G^{(\alpha)}(\alpha=$ $0,1,2,3,4$ ), which have the special property that any momentum-dependent transformation (1.13) within a given $G^{(\alpha)}$ leaves the equation linear in the corresponding $p_{\alpha}$ (where we write $p_{4}=m$ ).

As might be expected, the five classes of canonical transformations presented in BC fall into these five subgroups and, in fact, every transformation in a given $G^{(\alpha)}$ also preserves the corresponding mode of the scalar product. This we show in Secs. 4, 5, and 6, where the subgroups $G^{(0)}, G^{(4)}$, and $G^{(3)}$ (as typical of $G^{(i)}, i=1,2,3$ ) and, correspondingly, " $p_{0^{-}}$, " $m$-, and " $p_{3}$-linear" forms of the equation, are discussed in more detail. [It is not shown that an arbitrary momen-
tum-dependent $S O(4,1)$ transformation is canonicalin fact it is not possible to write the scalar product (1.8a)-(1.8c) in $S O(4,1)$-invariant form.]

We find that $G^{(0)}$ is the maximal compact subgroup $S O(4)$, and $G^{(4)}$ the $S O(3,1)$ group relating to the Lorentz transformation properties of the equation. The $G^{(i)}$ are also $S O(3,1)$ subgroups, distinct from $G^{(4)}$ and from one another.
In Sec. 7, a discussion is given of the "little group" of $\operatorname{SO}(4,1)$ transformations which leave a particular transform of the equation invariant, and the nature of ambiguities which arise when one wishes to transform one equation into another are made explicit.

## 2. DIRAC EQUATION AND $\operatorname{SO}(4,1)$

The sixteen elements

$$
\begin{equation*}
I, \gamma_{\mu}, \gamma_{5}, \gamma_{5} \gamma_{\mu}, \quad \text { and }\left[\gamma_{\mu}, \gamma_{\nu}\right] \tag{2.1}
\end{equation*}
$$

of the Dirac-Clifford algebra form a complete set of $4 \times 4$ matrices, in terms of which the infinitesimal generators of a four-dimensional representation of any Lie group can be expressed as linear combinations with complex coefficients.

In this connection, one is familiar with the case of $S O(3,1),{ }^{13}$ where the generators are defined as

$$
\begin{equation*}
S_{\mu v}=(i / 4)\left[\gamma_{\mu}, \gamma_{\nu}\right] \tag{2.2}
\end{equation*}
$$

and satisfy the characteristic Lorentz-group commutation rules

$$
\begin{align*}
{\left[S_{\mu v}, S_{\rho \sigma}\right]=-i\left(g_{\mu \rho} S_{v \sigma}+\right.} & g_{v \sigma} S_{\mu \rho} \\
& \left.-g_{\mu \sigma} S_{v \rho}-g_{v \rho} S_{\mu \sigma}\right) . \tag{2.3}
\end{align*}
$$

The significance of these operators in regard to the Dirac equation is well known. In essence, the invariance of the Dirac description of free spin- $\frac{1}{2}$ particles under restricted homogeneous Lorentz transformations is expressed in the fact that

$$
\begin{equation*}
\left[\gamma_{\mu} p^{\mu}, J_{\rho \sigma}\right]=0 \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{\mu \nu}=L_{\mu \nu}+S_{\mu \nu} \tag{2.5}
\end{equation*}
$$

and the $L_{\mu v}$, satisfying commutation rules analogous to (2.3), are defined by

$$
\begin{equation*}
L_{\mu \nu}=x_{\mu} p_{v}-x_{v} p_{\mu} \tag{2.6}
\end{equation*}
$$

Although not always referred to as such explicitly, representations of the Lie algebras of larger groups, such as $S O(4,1)$ and $S O(4,2)$, have been given in terms of (2.1) by, for example, Eddington, ${ }^{1}$ Dirac, ${ }^{2}$

[^32]Harish-Chandra, ${ }^{3}$ and Barut. ${ }^{4}$ The connection between the orthogonal groups in five dimensions [such as $S O(4,1)$ ] and a class of relativistic wave equations, of which the Dirac equation is the simplest, was first discussed in detail by Lubański. ${ }^{5}$ More recently $S \tilde{U}(4)$ [of which $S O(4,2)$ may be regarded as a type] has received attention from several authors ${ }^{6}$; and Barut, ${ }^{7}$ in particular, has exploited the connection between Eq. (1.1) and $S O(4,2)$ in "reformulating the Dirac theory of the electron."

For our purposes here it will be sufficient to indicate and use the relationship of the group $\operatorname{SO}(4,1)$ to the Dirac equation. Multiplying (1.1) by $\gamma_{5}$, one obtains

$$
\begin{equation*}
\left(\gamma_{5} \gamma_{\mu} p^{\mu}-\gamma_{5} m\right) \psi^{(D)}=0 \tag{2.7}
\end{equation*}
$$

Defining

$$
\begin{equation*}
\Gamma_{\mu}=\gamma_{5} \gamma_{\mu}, \quad \Gamma_{4}=\gamma_{5} \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
p^{4}=-m, \tag{2.9}
\end{equation*}
$$

one can write (2.7) as

$$
\begin{equation*}
\Gamma_{\alpha} p^{\alpha} \psi^{(D)}=0 \tag{2.10}
\end{equation*}
$$

where the summation is now over $\alpha=0,1,2,3$, and 4. In the following, note that indices take these values:

$$
\begin{gathered}
\alpha, \beta, \gamma, \delta, \epsilon: 0,1,2,3,4, \\
\mu, \nu, \rho, \sigma: 0,1,2,3 \\
\tau, \zeta, \eta: 0,1,2,4 \\
\mathrm{a}, \mathrm{~b}, \mathrm{c}: 1,2,3,4 \\
i, j, k: 1,2,3 .
\end{gathered}
$$

Introducing $g^{\alpha \beta}\left(=g_{\alpha \beta}\right)$, with

$$
\begin{gather*}
g_{00}=-g_{11}=-g_{22}=-g_{33}=-g_{44}=1, \\
g_{\alpha \beta}=0, \quad \alpha \neq \beta, \tag{2.11}
\end{gather*}
$$

we define $\Gamma^{\alpha}=g^{\alpha \beta} \Gamma_{\beta}$, etc. Now defining also

$$
\begin{equation*}
T_{\alpha \beta}=(i / 4)\left[\Gamma_{\alpha}, \Gamma_{\beta}\right] \tag{2.12}
\end{equation*}
$$

and noting

$$
\begin{equation*}
\left\{\Gamma_{\alpha}, \Gamma_{\beta}\right\}=2 g_{\alpha \beta}, \tag{2.13}
\end{equation*}
$$

we find

$$
\begin{align*}
{\left[T_{\alpha \beta}, T_{\gamma \delta}\right]=-i\left(g_{\alpha \gamma} T_{\beta \delta}\right.} & +g_{\beta \delta} T_{\alpha \gamma} \\
& \left.-g_{\alpha \delta} T_{\beta \gamma}-g_{\beta \gamma} T_{\alpha \delta}\right), \tag{2.14}
\end{align*}
$$

which are the characteristic commutation rules for the Lie algebra of $S O(4,1)$. Since this group is noncompact, the $T_{\alpha \beta}$ are not all Hermitian, but

$$
\begin{equation*}
\Gamma_{0} T_{\alpha \beta}^{\dagger}=T_{\alpha \beta} \Gamma_{0} . \tag{2.15}
\end{equation*}
$$

One also has

$$
\begin{equation*}
\left[\Gamma_{\alpha}, T_{\beta \gamma}\right]=i\left(g_{\alpha \beta} \Gamma_{\gamma}-g_{\alpha \gamma} \Gamma_{\beta}\right) . \tag{2.16}
\end{equation*}
$$

Note that the ten different $T_{\alpha \beta}$ consist of the six different $T_{\mu \nu}\left[\equiv S_{\mu v}\right.$ of (2.2)] and four $T_{4 \mu}$ $\left[=-(i / 2) \gamma_{\mu}\right]$, so that this Lie algebra is as small as any containing scalar multiples of all four Dirac matrices $\gamma_{\mu} .{ }^{4}$ The representation of $S O(4,1)$ generated by these ten operators is irreducible. The Casimir operators ${ }^{14}-\frac{1}{2} T_{\alpha \beta} T^{\alpha \beta}$ and $-\omega_{\alpha} \omega^{\alpha}$, where

$$
\begin{equation*}
\omega_{\alpha}=\frac{1}{8} \epsilon_{\alpha \beta \gamma \delta \epsilon} T^{\beta \gamma} T^{\delta \epsilon} \tag{2.17}
\end{equation*}
$$

( $=\frac{3}{4} \Gamma_{\alpha}$ in this case), are multiples of the unit matrix by $-\frac{5}{2}$ and $-\frac{45}{16}$, respectively.
It is worth mentioning that there are two inequivalent irreducible representations of the Clifford algebra defined by (2.13), both of four dimensions. By making the choice (2.8) for $\Gamma_{\alpha}$, we fix on one of these. The other representation is obtained if one chooses instead

$$
\begin{equation*}
\Gamma_{\mu}=\gamma_{5} \gamma_{\mu}, \quad \Gamma_{4}=-\gamma_{5} \tag{2.18}
\end{equation*}
$$

(and so necessarily $p^{4}=m$ ). The set of $T_{\alpha \beta}$ one obtains in this case is then also different, again with

$$
\begin{equation*}
T_{\mu v}=(i / 4)\left[\gamma_{\mu}, \gamma_{v}\right], \tag{2.19}
\end{equation*}
$$

but now

$$
\begin{equation*}
T_{4 \mu}=+(i / 2) \gamma_{\mu} . \tag{2.20}
\end{equation*}
$$

However, these $T_{\alpha \beta}$ generate an equivalent representation of $S O(4,1)$. (The invariants take the same values.) This is clear from the fact that this second set of $T_{\alpha \beta}$ is obtained from the first set via the substitution $\gamma_{\mu} \rightarrow-\gamma_{\mu}$. However, this can be achieved by a similarity transformation, because, under this substitution, a different set of matrices satisfying (1.3) is obtained and, as is well known, all irreducible representations of the Dirac-Clifford algebra are equivalent.

## 3. $\operatorname{SO}(4,1)$ TRANSFORMATIONS OF THE EQUATION

When written in the form (2.10), the Dirac equation has an $S O(4,1)$-invariant appearance. One might hope to find operators $M_{\beta_{\gamma}}$ satisfying commutation rules analogous to (2.14), and such that $\tilde{p}$ transforms ${ }^{15}$ as a five-vector operator with respect to transformations generated by them, that is, such that [cf. (2.16)]

$$
\begin{equation*}
\left[p_{\alpha}, M_{\beta_{\gamma}}\right]=i\left(g_{\alpha \beta} p_{\gamma}-g_{\alpha \gamma} p_{\beta}\right) . \tag{3.1}
\end{equation*}
$$

One would then have, ensuring $\operatorname{SO}(4,1)$ invariance,

$$
\begin{equation*}
\left[\Gamma_{\alpha} p^{\alpha}, K_{\beta \gamma}\right]=0, \tag{3.2}
\end{equation*}
$$

[^33]with
\[

$$
\begin{equation*}
K_{\beta \gamma}=M_{\beta \gamma}+T_{\beta \gamma} \tag{3.3}
\end{equation*}
$$

\]

however, such $M^{\beta \gamma}$ (and $K^{\beta \gamma}$ ) cannot be found, as is clear from (3.1) and the fact that $p_{4}$ is a constant. Nevertheless, one can consider the effect of transformations generated by all ten $T_{\beta \gamma}$ on the equation. Furthermore, despite the above conclusions, we shall see that it is in some ways convenient to regard $\tilde{p}$ as a five-vector quantity and, similarly,

$$
\begin{equation*}
p_{a} p^{\alpha} \equiv\left(p_{0}\right)^{2}-\left(p_{1}\right)^{2}-\left(p_{2}\right)^{2}-\left(p_{3}\right)^{2}-m^{2} \tag{3.4}
\end{equation*}
$$

as an $S O(4,1)$ scalar.
Consider the $S O(4,1)$ transformation

$$
\begin{equation*}
\Gamma_{\alpha} \rightarrow \Gamma_{\alpha}^{\prime}=L_{\alpha}^{\beta} \Gamma_{\beta}\left[=(L \Gamma)_{\alpha}\right], \tag{3.5}
\end{equation*}
$$

where $L_{\alpha}^{\beta}$ are real and satisfy

$$
\begin{gather*}
L_{\alpha}^{\beta} g^{\alpha \gamma} L_{\gamma}^{\delta}=g^{\beta \delta}  \tag{3.6}\\
L_{0}^{0} \geq 1 \tag{3.7}
\end{gather*}
$$

and

$$
\begin{equation*}
\operatorname{det} L=1 \tag{3.8}
\end{equation*}
$$

Then one can write

$$
\begin{equation*}
\Gamma_{\alpha}^{\prime}=Q \Gamma_{\alpha} Q^{-1} \tag{3.9}
\end{equation*}
$$

where

$$
\begin{equation*}
Q=\exp \left[(i / 2) \omega^{\alpha \beta} T_{\alpha \beta}\right], \tag{3.10}
\end{equation*}
$$

with the $\omega^{\alpha \beta}\left(=-\omega^{\beta \alpha}\right)$ real quantities determined by the $L_{\gamma}^{\delta}$. [The converse result also holds: (3.9) and (3.10) $\Rightarrow$ (3.5)-(3.8).] Defining

$$
\begin{equation*}
\psi^{\prime}(x)=Q \psi^{(D)}(x) \tag{3.11}
\end{equation*}
$$

one obtains from (2.10) and (3.9) the equation

$$
\begin{equation*}
(L \Gamma)_{\alpha} p^{\alpha} \psi^{\prime}=0 \tag{3.12}
\end{equation*}
$$

or, equivalently [using (3.6)],

$$
\Gamma_{a}\left(L^{-1} \tilde{p}\right)^{\alpha} \psi^{\prime}=0
$$

Thus this transformed equation is obtained from (2.10) by replacing therein the "five-vector" $\tilde{p}$ with its transform under the $S O(4,1)$ transformation inverse to the $L$ of (3.5) [at the same time replacing $\psi^{(D)}$ by $\psi^{\prime}$ as in (3.11)]. Conversely, if $\tilde{p}^{\prime}$ is obtained from $\tilde{p}$ by some arbitrary $S O(4,1)$ transformation, then the equation

$$
\begin{equation*}
\Gamma_{\alpha} p^{\prime \alpha} \psi^{\prime}=0 \tag{3.13}
\end{equation*}
$$

can be obtained from (2.10) by defining $\psi^{\prime}$ as in (3.11) with appropriate coefficients $\omega^{\alpha \beta}$ determining $Q$. Furthermore, since the $p_{\alpha}$ behave like real numbers to the extent that they commute with one another and with all $\Gamma_{\beta}$, and have only real eigenvalues on the
functions under consideration, a generalization to allow $\omega^{\alpha \beta}$ to be (Hermitian) functions of $\tilde{p}$ is possible.

To summarize: The possible forms (3.13) of Dirac's equation, obtained from (2.10) via transformations of the form (3.11), with $\omega^{\alpha \beta}=\omega^{\alpha \beta}(\tilde{p})$, are determined by the possible transforms $\tilde{p}^{\prime}$ of $\tilde{p}$,

$$
\begin{equation*}
p_{\alpha}^{\prime}=L_{\alpha}^{\beta} p_{\beta} \tag{3.14}
\end{equation*}
$$

where $L_{\alpha}^{\beta}$ are (Hermitian) functions of $\tilde{p}$ satisfying (3.6-3.8). For all such transformations,

$$
\begin{equation*}
p_{\alpha}^{\prime} p^{\prime \alpha}=p_{\alpha} p^{\alpha} \equiv p_{\mu} p^{\mu}-m^{2} \tag{3.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\epsilon\left(p_{0}^{\prime}\right)=\epsilon\left(p_{0}\right) \tag{3.16}
\end{equation*}
$$

At this point we note that knowledge of $\tilde{p}^{\prime}$ is not sufficient to uniquely determine the transformation $L_{\alpha}^{\beta}$ of (3.14), as for any $\tilde{p}^{\prime}$ there is a "little group" of such transformations which leave it invariant. Correspondingly, there are transformations of the form (3.10), which, on application to a solution of a given equation (3.13), produce a further solution of the same equation. A further discussion of these questions is given in Sec. 7.

As mentioned in the Introduction, there are five subgroups, which we label $G^{(\alpha)}$, of $S O(4,1)$, having particular significance when the question is raised of the canonicality of transformations of the form (3.11). $G^{(\alpha)}$ is that subgroup consisting of all $S O(4,1)$ transformations which leave invariant arbitrary five-vectors whose only nonzero component is the $\alpha$ th. Since every component of the "five-vector" $\tilde{p}$ appears linearly in (2.10), it follows that if $\tilde{p}^{\prime}$ is obtained from $\tilde{p}$ by an $S O(4,1)$ transformation (3.14) in $G^{(\beta)}$, the $\beta$ component of $\tilde{p}$ appears linearly also in (3.13), which we then refer to as "a ' $p_{\beta}$-linear' form of the Dirac equation."

## 4. $G^{(0)}$ AND " $p_{0}$-LINEAR" FORMS

The subgroup $G^{(0)}$ [the maximal compact subgroup $S O(4)]$ acts only on the indices $1,2,3$, and 4. The corresponding generators are $T_{\mathrm{ab}}$, which are Hermitian matrices, and they in fact generate two inequivalent unitary irreducible representations of $S O(4)$, labeled by the two eigenvalues $\pm 1$ of $\Gamma_{0}\left(=\gamma_{5} \gamma_{0}\right)$, which is effectively a Casimir operator for this subgroup. (Note $\left[\Gamma_{0}, T_{\mathrm{ab}}\right]=0$.) Under the associated transformations (3.14), $p_{0}$ and $p_{\mathrm{a}} p^{\mathrm{a}}\left[=-\omega^{2}(\mathbf{p}, m)\right]$ remain separately invariant.

Thus, from

$$
\begin{equation*}
\tilde{p}=\left(p_{0}, p_{1}, p_{2}, p_{3}, m\right) \tag{4.1}
\end{equation*}
$$

via $G^{(0)}$ transformations, one can obtain

$$
\begin{equation*}
\tilde{p}^{\prime}=\left(p_{0}, p_{1}^{\prime}, p_{2}^{\prime}, p_{3}^{\prime}, p_{4}^{\prime}\right) \tag{4.2}
\end{equation*}
$$

where the $p_{\mathrm{a}}^{\prime}\left(p_{\mathrm{b}}\right)$ are Hermitian and

$$
\begin{equation*}
p_{\mathrm{a}}^{\prime} p^{\prime a}=-\omega^{2}(\mathbf{p}, m) \tag{4.3}
\end{equation*}
$$

The corresponding equation (3.13) is in each case

$$
\begin{equation*}
\left(\Gamma_{\mathrm{o}} p^{0}+\Gamma_{\mathrm{a}} p^{\prime a}\right) \psi^{\prime}=0, \tag{4.4}
\end{equation*}
$$

which gives, on multiplication with $\Gamma_{0}$, the general " $p_{0}$-linear" form

$$
\begin{equation*}
p_{0} \psi^{\prime}=\gamma_{0}\left(\gamma_{1} p_{1}^{\prime}+\gamma_{2} p_{2}^{\prime}+\gamma_{3} p_{3}^{\prime}+p_{4}^{\prime}\right) \psi^{\prime} \tag{4.4'}
\end{equation*}
$$

In considering the canonicality of momentumdependent transformations in $G^{(0)}$, we note that when

$$
\begin{equation*}
\psi^{(D)}(x) \rightarrow Q(p, m) \psi^{(D)}(x), \tag{4.5}
\end{equation*}
$$

where $Q(p, m)$ is as in (3.10) [with $\left.\omega^{\alpha \beta}=\omega^{\alpha \beta}(\tilde{p})\right]$, one has, from (1.6),

$$
\begin{equation*}
\chi^{(D) \pm}(\mathbf{k}) \rightarrow Q\left(k^{\prime}, m\right) \chi^{(D) \pm}(\mathbf{k}) \tag{4.6}
\end{equation*}
$$

Furthermore, when in particular $Q$ is in $G^{(0)}$, it follows from the Hermiticity of $T_{\mathrm{ab}}$ that $Q(k, m)$ is a unitary matrix. Every such transformation is therefore canonical , preserving the scalar product in the mode (1.8a).

All transformations presented in BC and yielding " $p_{0}$-linear" forms are of $G^{(0)}$ type. For example, in the simple cases of the Foldy-Wouthuysen-Tani equation, which corresponds to

$$
\begin{equation*}
\tilde{p}^{\prime}=\left(p_{0}, 0,0,0, \omega(\mathbf{p}, m)\right) \tag{4.7}
\end{equation*}
$$

and the Mendlowitz equation, which corresponds to

$$
\begin{equation*}
\tilde{p}=\left(p_{0}, \frac{\omega(\mathbf{p}, m)}{|\mathbf{p}|} p_{1}, \frac{\omega(\mathbf{p}, m)}{|\mathbf{p}|} p_{2}, \frac{\omega(\mathbf{p}, m)}{|\mathbf{p}|} p_{3}, 0\right), \tag{4.8}
\end{equation*}
$$

one sees that the corresponding transformations (1.17), (1.20) are indeed of the form

$$
\begin{equation*}
\exp \left[(i / 2) \omega^{\mathrm{ab}} T_{\mathrm{ab}}\right] \tag{4.9}
\end{equation*}
$$

with the $\omega^{\mathrm{ab}}\left[=\omega^{\mathrm{ab}}\left(p_{\mathrm{c}}\right)\right]$ Hermitian. They are, in fact, the $S O(4,1)$ transformations ( 3.10 ) corresponding to the "little group rotation-free" (l.g.r.f.) transformations $\tilde{p} \rightarrow \tilde{p}^{\prime}$ in the two cases. More generally, corresponding to

$$
\begin{equation*}
\tilde{p}^{\prime}=\left(p_{0}, \pm r q_{1}, \pm r q_{2}, \pm r q_{3}, \pm r q_{4}\right) \tag{4.10}
\end{equation*}
$$

where the $q_{\mathrm{a}}\left(p_{\mathrm{b}}\right)$ are Hermitian,

$$
\begin{equation*}
r=\omega(\mathbf{p}, m)\left[-q_{\mathrm{a}} q^{\mathrm{a}}\right]^{-\frac{1}{2}} \tag{4.11}
\end{equation*}
$$

and

$$
\begin{equation*}
q_{\mathrm{a}}\left(p^{\mathrm{a}}-q^{\mathrm{a}}\right)=0, \tag{4.12}
\end{equation*}
$$

from (4.4) one has

$$
\begin{align*}
p_{0} \psi^{\prime}= \pm \omega(\mathbf{p}, m)\left[-q_{\mathrm{a}} q^{\mathrm{a}}\right]^{-\frac{1}{2}} \gamma_{0} & \left(\gamma_{1} q_{1}+\gamma_{2} q_{2}\right. \\
& \left.+\gamma_{3} q_{3}+q_{4}\right) \psi^{\prime}, \tag{4.13}
\end{align*}
$$

which is the general " $p_{0}$-linear" form obtained in BC. [There are the $\tilde{p}^{\prime}$ as in (4.2) which cannot be expressed in the manner of (4.10)-(4.12), viz., those for which $p_{a}^{\prime} p^{a}=0$. The corresponding transformations and equations were not obtained in BC.] Again, the transformation presented in $B C$ and yielding (4.13) corresponds to the l.g.r.f. transformation of $\tilde{p}$ into $\tilde{p}^{\prime}$ as in (4.10).

The angles appearing in (1.17) and (1.20) can be regarded as those between the Euclidean "four vectors" $p_{\mathrm{a}}$ and $p_{\mathrm{a}}^{\prime}$ through which one rotates to obtain $p_{\mathrm{a}}^{\prime}$ in each case. [The idea of looking upon the Foldy-Wouthuysen-Tani and Mendlowitz transformations as rotations is not new, ${ }^{16}$ nor is the use of the group $G^{(0)}$ in discussing them: it is evident in the work of Bollini and Giambiagi, ${ }^{17}$ who have not, however, noted the connection with $S O(4,1)$.]

## 5. $G^{(4)}$ AND " $m$-LINEAR" FORMS

$G^{(4)}$ is the $S O(3,1)$ group associated with homogeneous Lorentz transformations. Thus momentumdependent $S O(4,1)$ transformations (3.14) in $G^{(4)}$ leave $p_{4}(=m), p_{\mu} p^{\mu}$, and also $\epsilon\left(p_{0}\right)$ separately invariant. The associated generators $T_{\mu \nu}$ are not all Hermitian, but satisfy

$$
\begin{equation*}
T_{\mu \nu}^{\dagger}=\Gamma_{0} \Gamma_{4} T_{\mu \nu} \Gamma_{0} \Gamma_{4}\left(=\gamma_{0} T_{\mu \nu} \gamma_{0}\right) \tag{5.1}
\end{equation*}
$$

and, as is well known, they generate two inequivalent irreducible representations of $S O(3,1)$, labeled by the two eigenvalues $\pm i$ of $\Gamma_{4}\left(=\gamma_{5}\right)$ (cf. the case of $G^{(0)}$ ). From

$$
\begin{equation*}
\tilde{p}=\left(p_{0}, p_{1}, p_{2}, p_{3}, m\right) \tag{5.2}
\end{equation*}
$$

via $G^{(4)}$ transformations, one can obtain

$$
\begin{equation*}
\tilde{p}^{\prime}=\left(p_{0}^{\prime}, p_{1}^{\prime}, p_{2}^{\prime}, p_{3}^{\prime}, m\right) \tag{5.3}
\end{equation*}
$$

where the $p_{\mu}^{\prime}\left(p_{v}\right)$ are Hermitian,

$$
\begin{equation*}
p_{\mu}^{\prime} p^{\prime \mu}=p_{v} p^{v} \tag{5.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\epsilon\left(p_{0}^{\prime}\right)=\epsilon\left(p_{0}\right) \tag{5.5}
\end{equation*}
$$

In each case, Eq. (3.13) is

$$
\begin{equation*}
\left(\Gamma_{\mu} p^{\prime \mu}-\Gamma_{4} m\right) \psi^{\prime}=0, \tag{5.6}
\end{equation*}
$$

yielding the general " $m$-linear" form

$$
m \psi^{\prime}=\gamma_{\mu} p^{\prime \mu} \psi^{\prime}
$$

It should be mentioned at this point that, because of the way it is obtained, $p_{\mu}^{\prime}$ will not, in general,

[^34]be a Lorentz four-vector operator like $p_{\mu}$. Our notation is perhaps misleading in this regard: $\tilde{p}$ is better regarded as a numerical five-vector than a five-vector operator for the purposes of this paper.

Each momentum-dependent transformation in $G^{(4)}$ is also canonical. This follows from the fact that (5.1) implies that the corresponding $Q(k, m)$ of (4.6) satisfies

$$
\begin{equation*}
Q^{-1}(k, m)=\gamma_{0} Q^{\dagger}(k, m) \gamma_{0} \tag{5.7}
\end{equation*}
$$

so that the scalar product in the mode (1.8b) is preserved in every case.

Every transformation presented in BC and leading to an " $m$-linear" equation is of $G^{(4)}$ type (again corresponding to the l.g.r.f. transformation of $\tilde{p}$ into $\tilde{p}^{\prime}$ in each case). Thus, for example, in the Chakrabarti case, where

$$
\begin{equation*}
\tilde{p}^{\prime}=\left(\epsilon\left(p_{0}\right)\left(p_{\mu} p^{\mu}\right)^{\frac{1}{2}}, 0,0,0, m\right) \tag{5.8}
\end{equation*}
$$

the l.g.r.f. transformation (1.24) is indeed of the form

$$
\begin{equation*}
\exp \left\{(i / 2) \omega^{\mu v} T_{\mu \nu}\right\} \tag{5.9}
\end{equation*}
$$

In fact, all $\tilde{p}^{\prime}$ of the form (5.3) can be written as

$$
\begin{equation*}
\tilde{p}^{\prime}=\left(r q_{0}, r q_{1}, r q_{2}, r q_{3}, m\right) \tag{5.10}
\end{equation*}
$$

with $q_{\mu}\left(p_{v}\right)$ Hermitian, $q_{\mu} q^{\mu}$ positive-definite,

$$
\begin{equation*}
r=\left(p_{\mu} p^{\mu}\right)^{\frac{1}{2}}\left(q_{v} q^{v}\right)^{-\frac{1}{2}} \tag{5.11}
\end{equation*}
$$

and

$$
\begin{equation*}
q_{\mu}\left(p^{\mu}-q^{\mu}\right)=0 \tag{5.12}
\end{equation*}
$$

[Proof: Take $q_{\rho}=p_{\mu}^{\prime} p^{\mu}\left(p_{\nu} p^{v}\right)^{-1} p_{\rho}^{\prime}$, noting that $p_{\mu}^{\prime} p^{\mu}$ is positive-definite because of (5.5).] Then (5.6') becomes

$$
\begin{equation*}
m \psi^{\prime}=\left(p_{\mu} p^{\mu}\right)^{\frac{1}{2}}\left(q_{\nu} q^{\nu}\right)^{-\frac{1}{2}} \gamma_{\rho} q^{\rho} \psi^{\prime} \tag{5.13}
\end{equation*}
$$

which is the general " $m$-linear" form presented in BC.
Whereas in the case of the compact subgroup $G^{(0)}$ one can talk of an "angle of rotation" for each transformation, here one typically has pseudoangles associated with the anti-Hermitian $T_{0 i}$, generators of "boosts" rather than rotations [cf. (1.24)].

## 6. $G^{(3)}$ AND ' $p_{3}$-LINEAR"' FORMS

Each of the three subgroups $G^{(i)}$ is again an $S O(3,1)$ group. Transformations of the form (3.14) within $G^{(3)}$ leave $p_{3}, p_{\tau} p^{\tau}$, and $\epsilon\left(p_{0}\right)$ separately invariant. The corresponding generators $T_{\tau \eta}$ in this case are not all Hermitian, but

$$
\begin{equation*}
T_{r \eta}^{\dagger}=\Gamma_{0} \Gamma_{3} T_{r n} \Gamma_{0} \Gamma_{3}\left(=\gamma_{0} \gamma_{3} T_{\tau \eta} \gamma_{0} \gamma_{3}\right) \tag{6.1}
\end{equation*}
$$

In complete analogy with the case of $G^{(4)}$, the $T_{i n}$ generate two inequivalent irreducible representations of $S O(3,1)$, labeled by the two eigenvalues $\pm i$ of $\Gamma_{3}\left(=\gamma_{5} \gamma_{3}\right)$ in this case.

From

$$
\begin{equation*}
\tilde{p}=\left(p_{0}, p_{1}, p_{2}, p_{3}, m\right) \tag{6.2}
\end{equation*}
$$

via $G^{(3)}$ transformations, one can obtain

$$
\begin{equation*}
\tilde{p}^{\prime}=\left(p_{0}^{\prime}, p_{1}^{\prime}, p_{2}^{\prime}, p_{3}, p_{4}^{\prime}\right) \tag{6.3}
\end{equation*}
$$

where the $p_{\tau}^{\prime}\left(p_{\eta}\right)$ are Hermitian,

$$
\begin{equation*}
p_{\tau}^{\prime} p^{\prime \tau}=p_{\eta} p^{\eta}\left[=\lambda^{2}\left(p_{0}, p_{1}, p_{2}, m\right)\right] \tag{6.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\epsilon\left(p_{0}^{\prime}\right)=\epsilon\left(p_{0}\right) \tag{6.5}
\end{equation*}
$$

(Note that the transformations may become singular as $p_{\tau} p^{\tau} \rightarrow 0$.) The corresponding equation (3.13) in each case is

$$
\begin{equation*}
\left(\Gamma_{\tau} p^{\prime \tau}-\Gamma_{3} p_{3}\right) \psi^{\prime}=0 \tag{6.6}
\end{equation*}
$$

or, equivalently, the general " $p_{3}$-linear" form

$$
p_{3} \psi^{\prime}=-\gamma_{3}\left(\gamma_{0} p_{0}^{\prime}-\gamma_{1} p_{1}^{\prime}-\gamma_{2} p_{2}^{\prime}-p_{4}^{\prime}\right) \psi^{\prime}
$$

Again in analogy with the $G^{(4)}$ case, one finds that every momentum-dependent transformation in $G^{(3)}$ is canonical, the scalar-product mode $[(1.8 \mathrm{c}) ; i=3]$ being preserved in each case as a result of (6.1).

The transformations presented in BC and leading to " $p_{3}$-linear" equations are all of $G^{(3)}$ type (in each case corresponding to the l.g.r.f. transformation of $\tilde{p}$ into $\tilde{p}^{\prime}$ ). In the simplest case, for example, where the equation is (1.25), corresponding to

$$
\begin{equation*}
\tilde{p}^{\prime}=\left(\epsilon\left(p_{0}\right)\left(p_{\tau} p^{\tau}\right)^{\frac{1}{2}}, 0,0, p_{3}, 0\right) \tag{6.7}
\end{equation*}
$$

the l.g.r.f. transformation (1.28) is indeed of the form

$$
\begin{equation*}
\exp \left\{(i / 2) \omega^{\tau \eta} T_{\tau \eta}\right\} \tag{6.8}
\end{equation*}
$$

Furthermore, all $\tilde{p}^{\prime}$ as in (6.3) can be written in the form

$$
\begin{equation*}
\tilde{p}^{\prime}=\left(r q_{0}, r q_{1}, r q_{2}, p_{3}, r q_{4}\right) \tag{6.9}
\end{equation*}
$$

where $q_{\tau}\left(p_{r}\right)$ are Hermitian, $q_{r} q^{+}$is positive-definite,

$$
\begin{equation*}
r=\left(p_{\tau} p^{\top}\right)^{\frac{1}{2}}\left(q_{\eta} q^{\eta}\right)^{-\frac{1}{2}} \tag{6.10}
\end{equation*}
$$

and

$$
\begin{equation*}
q_{\tau}\left(p^{\tau}-q^{\tau}\right)=0 \tag{6.11}
\end{equation*}
$$

[Take $q_{\zeta}=p_{\tau}^{\prime} p^{\tau}\left(p_{\eta} p^{\eta}\right)^{-1} p_{\zeta}^{\prime}$.] Equation (6.6') then becomes the general " $p_{3}$-linear" form of BC :

$$
\begin{align*}
p_{3} \psi^{\prime}=-\lambda & \left(p_{0}, p_{1}, p_{2}, m\right)\left(q_{\tau} q^{\tau}\right)^{-\frac{1}{2}} \\
& \times \gamma_{3}\left(\gamma_{0} q_{0}-\gamma_{1} q_{1}-\gamma_{2} q_{2}-q_{4}\right) \psi^{\prime} \tag{6.12}
\end{align*}
$$

Again pseudoangles rather than angles appear in association with the anti-Hermitian generators $T_{0 r}$ [cf. (1.28)].

## 7. SIGNIFICANCE OF THE LITTLE GROUP

We have mentioned that for a given "five vector" $\tilde{p}^{\prime}$ there is a little group of $\operatorname{SO}(4,1)$ transformations which leave it invariant. We are dealing here only with functions on which $p_{\alpha}^{\prime} p^{\prime \alpha}\left(=p_{\alpha} p^{\alpha}=p_{\mu} p^{\mu}-m^{2}\right)$ vanishes. In order to identify the little group appropriate in this situation, consider the particular case (corresponding to the Foldy-Wouthuysen-Tani equation)

$$
\begin{equation*}
\tilde{p}^{\prime}=\left(p_{0}, 0,0,0, \omega(\mathbf{p}, m)\right) . \tag{7.1}
\end{equation*}
$$

It is seen that the matrix generators corresponding to the little group in this case are

$$
\begin{equation*}
T_{12}, T_{23}, \text { and } T_{31}, \tag{7.2}
\end{equation*}
$$

together with

$$
\begin{align*}
& T_{10}-\epsilon\left(p_{0}\right) T_{14}, T_{20}-\epsilon\left(p_{0}\right) T_{24}, \\
& \text { and } \quad T_{30}-\epsilon\left(p_{0}\right) T_{34} . \tag{7.3}
\end{align*}
$$

The Lie algebra of (7.2) and (7.3) is isomorphic to that of the three-dimensional Euclidean group, (7.2) being the generators of "rotations," and (7.3) of "translations."

However, from (3.13) and (7.1), we find that $\Gamma_{0}-\epsilon\left(p_{0}\right) \Gamma_{4}$ vanishes on the wavefunctions involved here. Multiplying this by $(i / 2) \Gamma_{j}(j=1,2$, or 3$)$, we obtain the result that this is also true of each of the generators (7.3). Thus the little group is effectively reduced to $S U(2){ }^{18}$

We conclude that, for any given $\tilde{p}^{\prime}$, the little group consists of an effective part, which is $S U(2)$, and an ineffective part. Any transformation in the ineffective part is unity when applied to a wavefunction satisfying (3.13), while one in the effective part produces a new function satisfying the same equation. Note that $\tilde{p}^{\prime}$, as in (7.1), can be obtained from $\tilde{p}$ by a transformation in $G^{(0)}$ and that the effective little group generators in this case (7.2) also generate $G^{(0)}$ transformations. This indicates that if (3.13) is obtained from (2.10) by means of a canonical $\operatorname{SO}(4,1)$ transformation (i.e., a transformation in one of the subgroups $G^{(\alpha)}$ ), a subsequent little-group transformation leaving (3.13) invariant is also canonical.

It is clear that any $\tilde{p}^{\prime}$ and $\tilde{p}^{\prime \prime}$ obtained from $\tilde{p}$ by $S O(4,1)$ tranformations (3.14) must themselves be linked by a further such transformation. Furthermore, by a procedure analogous to that used in obtaining (3.13) from (2.10), it is possible to obtain the equation

$$
\begin{equation*}
\Gamma_{\alpha} p^{\prime \prime \alpha} \psi^{\prime \prime}=0 \tag{7.4}
\end{equation*}
$$

[^35]directly from
\[

$$
\begin{equation*}
\Gamma_{\alpha} p^{\prime \alpha} \psi^{\prime}=0 \tag{7.5}
\end{equation*}
$$

\]

Denoting by $Q^{\prime \prime}$ and $Q^{\prime}$ the operators (3.10) used to obtain $\psi^{\prime \prime}$ and $\psi^{\prime}$, respectively, from $\psi^{(D)}$, we have, trivially,

$$
\begin{equation*}
\psi^{\prime \prime}=Q^{\prime \prime} Q^{\prime-1} \psi^{\prime} . \tag{7.6}
\end{equation*}
$$

While the operator $Q^{\prime \prime} Q^{\prime-1}$ certainly corresponds to an $S O(4,1)$ transformation taking $\tilde{p}^{\prime}$ into $\tilde{p}^{\prime \prime}$ and enables one to obtain (7.4) from (7.5), it will not in general correspond to the l.g.r.f. such transformation, even if $Q^{\prime \prime}$ and $Q^{\prime}$ correspond to the l.g.r.f. transformations taking $\tilde{p}$ into $\tilde{p}^{\prime \prime}, \tilde{p}^{\prime}$, respectively. More precisely, if we denote by $Q\left(\tilde{p}^{\prime}, \tilde{p}\right), Q\left(\tilde{p}^{\prime \prime}, \tilde{p}\right)$, and $Q\left(\tilde{p}^{\prime \prime}, \tilde{p}^{\prime}\right)$ the operators (3.10) corresponding to the 1.g.r.f. transformations taking $\tilde{p}$ into $\tilde{p}^{\prime}, \tilde{p}$ into $\tilde{p}^{\prime \prime}$, and $\tilde{p}^{\prime}$ into $\tilde{p}^{\prime \prime}$, respectively, then in general

$$
\begin{equation*}
Q\left(\tilde{p}^{\prime \prime}, \tilde{p}^{\prime}\right)=\Lambda Q\left(\tilde{p}^{\prime \prime}, \tilde{p}\right) Q^{-1}\left(\tilde{p}^{\prime}, \tilde{p}\right), \tag{7.7}
\end{equation*}
$$

where $\Lambda$ is also of the form (3.10) and corresponds to an $S O(4,1)$ transformation in the little group defined by $\tilde{p}^{\prime \prime}$. If $\Lambda$ is in the effective part of the little. group, then $Q\left(\tilde{p}^{\prime \prime}, \tilde{p}^{\prime}\right)$ and $Q\left(\tilde{p}^{\prime \prime}, \tilde{p}\right) Q^{-1}\left(\tilde{p}^{\prime}, \tilde{p}\right)$ will differ on the wavefunctions $\psi^{\prime}$; but if it is in the ineffective part, then these two operators, while perhaps differing formally, will produce the same result when applied to any such $\psi^{\prime}$ satisfying (7.5).

As an example, consider the case when $\tilde{p}^{\prime}$ is as in (7.1), and

$$
\begin{equation*}
\tilde{p}^{\prime \prime}=\left(\epsilon\left(p_{0}\right)\left(p_{\mu} p^{\mu}\right)^{\frac{1}{2}}, 0,0,0, m\right) \tag{7.8}
\end{equation*}
$$

corresponding to the Chakrabarti equation. It is seen that in this case the l.g.r.f. transformation taking $\tilde{p}^{\prime}$ into $\tilde{p}^{\prime \prime}$ is in the $0-4$ plane, and correspondingly,

$$
\begin{align*}
Q\left(\tilde{p}^{\prime \prime}, \tilde{p}^{\prime}\right) & =\exp \left(i \varphi T_{04}\right)  \tag{7.9}\\
& =\cosh \left(\frac{1}{2} \varphi\right)-\gamma_{0} \sinh \left(\frac{1}{2} \varphi\right), \tag{7.9'}
\end{align*}
$$

where $\varphi(\tilde{p})$ is Hermitian. A straightforward calculation of the pseudoangle $\varphi$ involved in this "boost" transformation yields
$\varphi(\tilde{p})=\operatorname{arctanh}\left\{\epsilon\left(p_{0}\right)\left[\varepsilon^{2}-\mathcal{M}^{2}\right]\left[\varepsilon^{2}+\mathcal{M}^{2}\right]^{-1}\right\}$,
where

$$
\begin{equation*}
\varepsilon=\frac{1}{2}\left[\left|p_{0}\right|+\omega(\mathbf{p}, m)\right] \tag{7.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2}\left[\left(p_{\mu} p^{\mu}\right)^{\frac{1}{2}}+m\right] . \tag{7.12}
\end{equation*}
$$

Then

$$
\begin{equation*}
\cosh \left(\frac{1}{2} \varphi\right)=\frac{1}{2}\left\{[E / \mathcal{M}]^{\frac{1}{2}}+[\mathcal{K} / \delta]^{\frac{1}{2}}\right\} \tag{7.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\sinh \left(\frac{1}{2} \varphi\right)=\left[\frac{1}{2} \epsilon\left(p_{0}\right)\right]\left\{[\delta / \mathcal{M}]^{\frac{1}{2}}-[\mathcal{M} / \varepsilon]^{\frac{1}{2}}\right\} . \tag{7.14}
\end{equation*}
$$

Because $\tilde{p}^{\prime}$ in this case corresponds to the Foldy-Wouthuysen-Tani equation, Eq. (7.5) yields

$$
\begin{align*}
\mathcal{M} \psi^{\prime} & =m \psi^{\prime},  \tag{7.15}\\
\mathcal{E} \psi^{\prime} & =\omega(\mathbf{p}, m) \psi^{\prime}, \tag{7.16}
\end{align*}
$$

and

$$
\begin{equation*}
\epsilon\left(p_{0}\right) \gamma_{0} \psi^{\prime}=\psi^{\prime} . \tag{7.17}
\end{equation*}
$$

It follows then from (7.9') and (7.13)-(7.17) that

$$
\begin{equation*}
Q\left(\tilde{p}^{\prime \prime}, \tilde{p}^{\prime}\right) \psi^{\prime}=[m / \omega(\mathbf{p}, m)]^{\frac{1}{2}} \psi^{\prime} . \tag{7.18}
\end{equation*}
$$

However, in this example we have

$$
\begin{equation*}
Q\left(\tilde{p}^{\prime}, \tilde{p}\right) \equiv F(\mathbf{p}, m) \tag{7.19}
\end{equation*}
$$

and

$$
\begin{equation*}
Q\left(\tilde{p}^{\prime \prime}, \tilde{p}\right) \equiv C(p) \tag{7.20}
\end{equation*}
$$

and it is known that ${ }^{19}$

$$
\begin{align*}
\psi^{(C)}(x)[ & \left.=C(p) F^{-1}(\mathbf{p}, m) \psi^{(F)}(x)\right] \\
& =[m / \omega(\mathbf{p}, m)]^{\frac{1}{2}} \psi^{(F)}(x) . \tag{7.21}
\end{align*}
$$

Thus from (7.18) we deduce

$$
\begin{align*}
Q\left(\tilde{p}^{\prime \prime}, \tilde{p}^{\prime}\right) \psi^{(F)} & =C(p) F^{-1}(\mathbf{p}, m) \psi^{(F)}  \tag{7.22}\\
& =Q\left(\tilde{p}^{\prime \prime}, \tilde{p}\right) Q^{-1}\left(\tilde{p}^{\prime}, \tilde{p}\right) \psi^{(F)} . \tag{7.22'}
\end{align*}
$$

On inspection, however, $Q\left(\tilde{p}^{\prime \prime}, \tilde{p}^{\prime}\right)$ and $Q\left(\tilde{p}^{\prime \prime}, \tilde{p}\right) \times$ $Q^{-1}\left(\tilde{p}^{\prime}, \tilde{p}\right)$ are found to be formally distinct, and we conclude that they are related in the manner (7.7), with $\Lambda$ in the ineffective part of the little group of $\tilde{p}^{\prime \prime}$.

## 8. CONCLUSION

The connection between the group $S O(4,1)$ and the free-particle Dirac equation can be exploited to allow the presentation of a unified treatment of the wellknown canonical transformations of the equation. Similarities and relationships between these transformations assume a new and simple significance in such a treatment.
This approach also makes obvious the existence and also the actual form of many other similar canonical transformations, some of which we feel will prove

[^36]useful ${ }^{8}$ in discussing limiting situations other than the nonrelativistic and extreme-relativistic ones (where the Foldy-Wouthuysen-Tani and the Mendlowitz transformations, respectively, are most appropriate).

It is tempting to speculate as to a deeper physical significance of the group $S O(4,1)$ itself in this context, in view of recent activity centering on this and related groups in connection with dynamical symmetries ${ }^{4.20}$ for elementary particles. However, there are relativistic wave equations, linear in the energy-momentum operators, for which there is no simple connection with $S O(4,1) .{ }^{21}$ For all such equations describing massive particles, it is, however, a consequence of Lorentz invariance that there will be a Chakrabarti-type transformation corresponding to the transformation of the four momentum to the rest frame: Such a transformation expresses the canonical Wigner amplitudes in terms of the manifestly covariant ones.

Foldy and Wouthuysen ${ }^{10}$ generalized their approach to the free-particle Dirac equation to gain considerable insight into the problem of the Dirac particle in interaction with a weak electromagnetic field, and this approach has been pursued consequently by several authors. ${ }^{22}$ The Foldy-Wouthuysen method involves a perturbation procedure and yields a " $p_{0}$-linear" equation containing an infinite number of terms. In the absence of the interaction, this equation reduces to their form of the free-particle equation. One of us (H. A.C.) has generalized this procedure to develop similar expansions corresponding to various other forms obtainable from the free-particle Dirac equation via canonical $S O(4,1)$ transformations.
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#### Abstract

A method is proposed for labeling the bases of a compact group when reduced with respect to an arbitrary subgroup. The scheme is based on the observation that the heaviest state of a multiplet (subgroup irreducible representation) of an IR (group irreducible representation) can be labeled by a product of heaviest states of simpler "elementary" multiplets. Details are worked out for a number of groupsubgroup combinations.


## 1. INTRODUCTION

A recurring problem in the application of group theory to physics is the reduction of the irreducible representations (IR's) of a group into irreducible representations (multiplets) of a subgroup. ${ }^{1}$ (For clarity, we use different words for the irreducible representations of the group and its subgroup.) One aspect, the internal-multiplicity problem, is solved by a simple enumeration of the multiplets in each IR. To solve the more general internal-labeling (or state-labeling) problem, it is necessary to specify the multiplets, i.e., define an actual basis for the IR's. We are concerned with the labeling problem in this paper; it must be solved, of course, in order to define and evaluate generator and transformation matrix elements, Clebsch-Gordan coefficients, etc.

Racah ${ }^{2}$ showed that the number of internal labels required to specify the basis states of the general IR of a compact group is $\frac{1}{2}(r-l)$, where $r$ is the order of the group (number of generators) and $l$ its rank (number of suitably chosen commuting generators). In general, the nature of these labels and the values they may assume for a particular IR is an unsolved problem. If there is a subgroup which, together with other generators which commute with it and each other, provides the right number of labels, the basis states of the subgroup multiplets may be used as basis states for IR's of the group, solving the internal-labeling problem; such a scheme is called mathematically canonical. (We do not use "mathematically canonical" in the sense "having among the labels a number of commuting generators equal to the rank of the group.") In general, however, no suitable subgroup exists, and even if one does, the states of physical interest may

[^38]correspond to multiplets of a different subgroup which provides too few labels.
In Sec. 2 we describe an approach which, in principle, solves the internal-labeling problem for any compact group and subgroup. In Sec. 3, a number of specific examples are worked out in detail and we refer to other methods which have been applied to some of these examples by various authors.

## 2. ELEMENTARY MULTIPLETS AND FACTORS

We follow Cartan's method ${ }^{3}$ of constructing the IR ( $\lambda_{1}, \cdots, \lambda_{l}$ ) of a compact group of rank $l$ as the stretched product of the "simple" IR's ( $\lambda_{1}, 0, \cdots$, $0), \cdots,\left(0, \cdots, 0, \lambda_{l}\right)$. The stretched product is defined as the IR in the direct product which contains the product of the heaviest states of the factor IR's. The simple IR's $\left(\lambda_{1}, 0, \cdots, 0\right), \cdots,\left(0, \cdots, 0, \lambda_{l}\right)$ are, here, polynomials of degree $\lambda_{1}, \cdots, \lambda_{2}$, respectively, in the basis states of the $l$ fundamental IR's $(1,0, \cdots, 0), \cdots,(0, \cdots, 0,1)$. For simplicity, polynomials are used for the IR $\left(0, \cdots, 0, \lambda_{i}, 0, \cdots, 0\right)$ rather than the stretched product of $\lambda_{i}$ independent copies of the $i$ th-fundamental IR. This has the incidental advantage of eliminating all but completely symmetric IR's and requiring fewer variables. (Since we are not concerned with representation matrices in this paper, no confusion should arise when "IR" or "multiplet" is used for the longer "basis for IR" or "basis for multiplet.") The IR ( $\lambda_{1}, \cdots, \lambda_{1}$ ) thus consists of polynomials of degrees $\lambda_{1}, \cdots, \lambda_{l}$ in the respective fundamental IR. States of degree $\lambda_{1}, \cdots, \lambda_{l}$ but belonging to IR's lower than ( $\lambda_{1}, \cdots, \lambda_{l}$ ) are called "unwanted" and are to be discarded in general.
The product of the heaviest states of two or more multiplets from the same or different IR's defines, in general, a multiplet of a higher IR, specifically,

[^39]the product will be the heaviest state of the multiplet so defined when unwanted states have been projected out of it. Our solution of the labeling problem is based on the observation that a complete set of multiplets of all IR's may be defined in this way through products of powers of certain "elementary factors." The elementary factors evidently include the heaviest states of all the multiplets in the fundamental IR's. In the case of $S U(N) \supset S U(N-1)$, no others are required; in general, elementary factors belonging to higher IR's are needed. They may be found by proceeding systematically through higher I'R's. When a multiplet known to be present is not given through the elementary factors already at hand, its heaviest state must be included as a new elementary factor.

The correspondence between multiplets and products of powers of elementary factors is one-to-one when certain relations are taken into account. These relations arise when a linear superposition of products of powers of elementary factors vanishes identically or is equal to an unwanted expression. In each such case, to avoid duplication of multiplets, one term in the superposition must be singled out and regarded as redundant.

For each group-subgroup combination which we have considered, a finite number of elementary factors suffice; the relations can be taken into account in a systematic way by regarding certain combinations of elementary factors as incompatible or redundant by themselves or for the purpose of forming higher multiplets. In all such cases, a solution of the internallabeling problem is thus obtained in closed form. We are unable to prove that a finite number of elementary factors suffices in general; but even if an infinite number is required, a finite number of them solves the labeling problem up to IR's of any preassigned degree.

A nonredundant product of powers of elementary factors must have unwanted states projected out of it before it is the heaviest state of the multiplet it defines. Equivalently, it is the leading (zero-order) term in the expansion of the state in powers of redundant combinations arising from unwanted expressions. ("Redundant combinations"' here include quantities which must be added to the elementary factors themselves to render them free of unwanted states.) The product of powers thus proves useful as a handle for manipulation of the complete state. For example, to expand a state known to be free of unwanted states in basis states labeled by products of powers of elementary factors (as in the determination of generator and transformation matrices, Clebsch-Gordan coefficients, etc.), it is necessary only to pick out the coefficients of the nonredundant products of elementary multiplets.

The labeling procedure described above is applied to particular cases in the next section. The new labels and their relation to more conventional quantum numbers are dealt with under individual cases.

Although we follow Cartan in constructing bases of a group by using its $l$ fundamental IR's, the approach could as well be used with Gel'fand-type bases, i.e., ones which are polynomials in $l$ independent copies of one basic or defining IR. Indeed, particular cases of states of Gel'fand-type, constructed with the help of elementary factors, appear in the literature and will be referred to under the appropriate headings $[S U(3) \supset O(3)$ and $S U(N) \supset S U(N-1)]$ in the next section.

Methods analogous to those of this paper can be used for labeling the IR's of a group which are spanned by polynomials in the states of a few specific IR's of the same group.

The external-labeling problem for any group $G$ can be treated as a special case of the internal-labeling problem for the group-subgroup combination $G \times$ $G \supset G$.

## 3. EXAMPLES

In the following examples, Cartan's $\lambda_{1}, \cdots, \lambda_{l}$ are used to label the irreducible representations of groups and subgroups except for $S U(2) \sim O(3)$ and $O(4) \sim$ $S U(2) \times S U(2)$ which, by tradition, are labeled by $j=\frac{1}{2} \lambda$ and $j_{1}=\frac{1}{2} \lambda_{1}, j_{2}=\frac{1}{2} \lambda_{2}$, respectively. An abbreviated notation for an elementary factor is $(a ; b)$, where $a$ denotes the IR and $b$ the multiplet to which it belongs.

We discuss $S U(3) \supset O(3)$ in some detail since it is perhaps the simplest case which illustrates the general features; the version $S U(3) \supset S U(2)$ which describes the $S U(3)$ symmetry of elementary particles is not considered explicitly, since it is a special case of $S U(N) \supset S U(N-1)$ below.

Case 1: $S U(3) \supset O(3)$ describes the Elliott-Harvey classification of nuclear states ${ }^{4} ; O(3)$ refers to angular momentum. The subgroup provides one label too few.

The states of the fundamental IR's are shown in Fig. 1. The elementary factors are $(10 ; 1)=\eta$,

[^40]

Fig. 1. The fundamental IR's of $S U(3)$; heaviest states of $O(3)$ multiplets are denoted by $X$.
$(20 ; 0)=\zeta^{2}-2 \eta \xi,(01 ; 1)=\xi^{*},(02 ; 0)=\zeta^{* 2}-$ $2 \eta^{*} \xi^{*}$, and $(11 ; 1)=\eta \zeta^{*}+\xi^{*} \zeta$. There is one relation; $(11 ; 1)^{2}$ is redundant, i.e., $(11 ; 1)$ appears at most linearly.

The elementary factors may be found systematically as follows: First, $(10 ; 1)=\eta$ is needed as the heaviest state of the multiplet in the fundamental IR (10); combining the multiplet $(10 ; 1)$ with itself yields a $j=2$ multiplet whose heaviest state is $\eta^{2}$ (evidently not an elementary factor) and an $O(3)$ scalar, $(20 ; 0)=\zeta^{2}-2 \eta \xi$, which is a new elementary factor. The $j=1$ multiplet, which might be thought to arise, in fact vanishes because of antisymmetry. The two elementary factors $(10 ; 1)$ and $(20 ; 0)$ are sufficient to generate all IR's of the form $\left(\lambda_{1}, 0\right)$. Similarly, $(01 ; 1)=\xi^{*}$ and $(02 ; 0)=\zeta^{* 2}-2 \eta^{*} \xi^{*}$ generate all IR's of the form $\left(0, \lambda_{2}\right)$. The multiplets $(10 ; 1),(01 ; 1)$ can be combined to give three multiplets with $j=2$, 1,0 , respectively; their heaviest states are, respectively, $\eta \xi^{*},(11 ; 1)=\eta \zeta^{*}+\xi^{*} \zeta$, and $B=\eta \eta^{*}+\zeta \zeta^{*}+$ $\xi \xi^{*}$. Of these, only the second is a new elementary factor; the first is a composite of the elementary factors $\eta$ and $\zeta^{*}$, and the third is an unwanted expression belonging to the IR (00). Because of the relation

$$
\begin{aligned}
&(11 ; 1)^{2}=2 B(10 ; 1)(01 ; 1)+(10 ; 1)^{2}(02 ; 0) \\
&+(01 ; 1)^{2}(20 ; 0)
\end{aligned}
$$

we regard $(11 ; 1)^{2}$ as redundant.
The general multiplet corresponds to the product $(10 ; 1)^{a}(01 ; 1)^{a^{\prime}}(20 ; 0)^{b}(02 ; 0)^{b^{\prime}}(11 ; 1)^{c}$, where $c=0,1$ only. The labels are related to the more familiar $\lambda_{1} \lambda_{2} L$ by $\lambda_{1}=a+2 b+c, \lambda_{2}=a^{\prime}+2 b^{\prime}+c, L=a+a^{\prime}+c$. The index $c$ is not to be regarded as an independent label; it is 0 or 1 depending on whether $\lambda_{1}+\lambda_{2}-L$ is even or odd. For the simple IR's $\left(\lambda_{1}, 0\right)$ and $\left(0, \lambda_{2}\right)$, only $a b$ and $a^{\prime} b^{\prime}$, respectively, are needed; of the conventional labels, $\lambda_{1} L$ and $\lambda_{2} L$ then suffice.

To show that the states thus defined form a basis, it is necessary to note that they are linearly independent and then to count them. The counting here is simple enough-it leads to the correct dimension formula:

$$
D\left(\lambda_{1}, \lambda_{2}\right)=\frac{1}{2}\left(\lambda_{1}+1\right)\left(\lambda_{2}+1\right)\left(\lambda_{1}+\lambda_{2}+2\right)
$$

As a model for more complicated groups, e.g., cases



FIG. 3. The fundamental IR's of $O(5)$ with heaviest states of $O(4)$ multiplets denoted by $X$.

7 and 8 below, it is easier to do the counting for the quantity

$$
\begin{aligned}
\Delta_{\lambda_{1} \lambda_{2}}^{2} D & =D\left(\lambda_{1}+2, \lambda_{2}+2\right) \\
& -D\left(\lambda_{1}, \lambda_{2}+2\right)-D\left(\lambda_{1}+2, \lambda_{2}\right)+D\left(\lambda_{1}, \lambda_{2}\right)
\end{aligned}
$$

instead of for $D$ itself. It may be seen that $\Delta_{\lambda_{1} \lambda_{2}}^{2} D$ is just the number of states with $b=b^{\prime}=0$ in the IR $\left(\lambda_{1}+2, \lambda_{2}+2\right)$, i.e., the number of states in the multiplets $(10 ; 1)^{\lambda_{1}+2}(01 ; 1)^{\lambda_{2}+2}$ and

$$
(10 ; 1)^{\lambda_{1}+1}(01 ; 1)^{\lambda_{2}+1}(11 ; 1)
$$

whose dimensions are, respectively, $2 \lambda_{1}+2 \lambda_{2}+9$ and $2 \lambda_{1}+2 \lambda_{2}+7$. This agrees with the result $4\left(\lambda_{1}+\right.$ $\lambda_{2}+4$ ), obtained for $\Delta_{\lambda_{1} \lambda_{2}}^{2} D$ by using the known dimension formula. To complete the argument, one can verify directly that the elementary factors lead to the correct dimension formula for those boundary cases in which either $\lambda_{1}$ or $\lambda_{2}$ is equal to 0 or 1 .

Case 2: $O(4) \supset O(3)$ : special IR's $\left(j_{1}=j_{2}\right)$ describe the states of the hydrogen atom; $O(3)$ refers to orbital angular momentum.

The states of the fundamental IR's are shown in Fig. 2. The elementary factors are $\left(\frac{1}{2} 0 ; \frac{1}{2}\right)=\eta_{1}$, $\left(0 \frac{1}{2} ; \frac{1}{2}\right)=\eta_{2},\left(\frac{1}{2} \frac{1}{2} ; 0\right)=\eta_{1} \xi_{2}-\eta_{2} \xi_{1}$. There are no relations or unwanted expressions. The heaviest state of the general multiplet is $\eta_{1}^{a} \eta_{2}^{a^{\prime}}\left(\eta_{1} \xi_{2}-\eta_{2} \xi_{1}\right)^{b}$. The labels are related to the more familiar $j_{1}, j_{2}, j$ by $j_{1}=\frac{1}{2}(a+b), j_{2}=\frac{1}{2}\left(a^{\prime}+b^{\prime}\right), j=\frac{1}{2}\left(a+a^{\prime}\right)$.

Case 3: $O(5) \sim O(4):$ the mathematically canonical classification of $O(5)$ states. ${ }^{5.6}$

The states of the fundamental IR's are shown in Fig. 3. The elementary factors are $\left(10 ; \frac{1}{2} 0\right)=\alpha$, $\left(10 ; 0 \frac{1}{2}\right)=\gamma,\left(01 ; \frac{1}{2} \frac{1}{2}\right)=\eta,(01 ; 00)=\lambda$; a number of other candidates are redundant because of unwanted

[^41]

FIg. 5. The fundamental IR's of $O(5)$ with heaviest states of $S U(2)^{\prime}$ multiplets denoted by $X$.

Case 5: $O(5) \supset S U(2)^{\prime}$ : IR's $\left(0, \lambda_{2}\right)$ describe classification of nuclear surfon states, i.e., quantized nuclear surface excitations ${ }^{8} ; S U(2)^{\prime}$ refers to orbital angular momentum. The prime is to distinguish the $S U(2)$ subgroup from that of Case 4 above. The subgroup provides two labels too few. Since this case is complicated (more than twenty elementary factors), we only consider the simple IR's $\left(\lambda_{1}, 0\right)$ and ( $0, \lambda_{2}$ ); for them the subgroup provides one label too few.

The fundamental IR's are shown in Fig. 5. The elementary factors required for $\left(\lambda_{1}, 0\right)$ IR's are $\left(10 ; \frac{3}{2}\right),(20 ; 1)$, $\left(30 ; \frac{3}{2}\right)$, and $(40 ; 0)$, with $\left(30 ; \frac{3}{2}\right)^{2}$ redundant; we refrain from giving elementary factors and relations in polynomial form. The general $\left(\lambda_{1}, 0\right)$ type $S U(2)^{\prime}$ multiplet is thus $\left(10 ; \frac{3}{2}\right)^{a}(20 ; 1)^{b}$, $\left(30 ; \frac{3}{2}\right)^{c}(40 ; 0)^{d}$ with $c=0$ or 1 . The conventional labels are $\lambda_{1}=a+2 b+3 c+4 d, j=\frac{3}{2}(a+c)+b$. The elementary factors required for $\left(0, \lambda_{2}\right)$ IR's are $(01 ; 2),(02 ; 2),(03 ; 3)$, and $(03 ; 0)$, with $(03 ; 3)^{2}$ redundant. The general $\left(0, \lambda_{2}\right)$ type $S U(2)^{\prime}$ multiplet is thus defined by $(01 ; 2)^{a^{\prime}}(02 ; 2)^{b^{\prime}}(03 ; 3)^{c^{\prime}}(03 ; 0)^{d^{\prime}}$ with $c^{\prime}=0$ or 1 . The conventional labels are $\lambda_{2}=a^{\prime}+$ $2 b^{\prime}+3\left(c^{\prime}+d^{\prime}\right)$ and $j=2\left(a^{\prime}+b^{\prime}\right)+3 c^{\prime}$.

Case 6: $O(6) \supset O(5):$ a mathematically canonical scheme for classifying $O(6)$ states.

The states of the fundamental IR's are shown in Fig. 6. The elementary factors are

$$
\begin{gathered}
(100 ; 10)=\alpha, \quad(010 ; 01)=\eta, \quad(010 ; 00)=\chi \\
(001 ; 10)=\beta^{*}, \quad(101 ; 01)=\alpha \delta^{*}-\gamma \beta^{*}
\end{gathered}
$$

Thus the general $O(5)$ multiplet is defined by the product
$(100 ; 10)^{a}(010 ; 01)^{b}(010 ; 00)^{c}(001 ; 10)^{a^{\prime}}(101 ; 01)^{d}$.
The labels are related to the IR labels $\lambda_{1} \lambda_{2} \lambda_{3}$ and multiplet labels $\lambda_{1}^{\prime} \lambda_{2}^{\prime}$ by $\lambda_{1}=a+d, \lambda_{2}=b+c$ :

$$
\hat{\lambda}_{3}=a^{\prime}+d, \quad \dot{\lambda}_{1}^{\prime}=a+a^{\prime}, \quad \lambda_{2}^{\prime}=b+d
$$

Case 7: $O(6) \simeq S U(4) \supset O(4):$ the Wigner supermultiplet scheme ${ }^{9} ; O(4) \simeq S U(2) \times S U(2)$ describes

[^42][^43]_


Fig. 6. The fundamental IR's of $O(6)$ with heaviest states of $O(5)$ multiplets denoted by $\boldsymbol{X}$.
spin and isospin. The subgroup provides two labels too few for the general IR, one too few for IR's in which one of $\lambda_{1} \lambda_{2} \lambda_{3}$ vanishes, just enough for the simple IR's ( $\lambda_{2} 00$ ), ( $0 \lambda_{2} 0$ ), $\left(00 \lambda_{3}\right)$.

The states of the fundamental IR's are shown in Fig. 7. The elementary factors, whose algebraic form we omit, are $\left(100 ; \frac{11}{2}\right),(200 ; 00),(010 ; 10),(010 ; 01)$, $(020 ; 00),\left(001 ; \frac{11}{2}\right),(002 ; 00),(101 ; 10),(101 ; 01)$, $\left(110 ; \frac{11}{2}\right),\left(011 ; \frac{11}{2}\right),(111 ; 10)$, and $(111 ; 01)$. The redundant combinations are $(111 ; 10)(101 ; 01)$; (111; 01)(101; 10); $(101 ; 10)(101 ; 01) ;\left(110 ; \frac{1}{2}\right)^{2}$; (011; $\left.\frac{11}{2}\right)^{2} ;\left(110 ; \frac{11}{2}\right)\left(011 ; \frac{11}{2}\right) ;\left(110 ; \frac{11}{22}\right)\left(001 ; \frac{11}{2}\right)$; $\left(011 ; \frac{11}{2}\right)\left(100 ; \frac{11}{2} 2\right)$; and $\left(100 ; \frac{11}{2}\right)\left(001 ; \frac{11}{2}\right)(020 ; 00)$; and either $(111 ; 10)$ or $(111 ; 01)$ with any of $\left(100 ; \frac{1}{2} \frac{1}{2}\right)$, $\left(001 ; \frac{1}{2}\right),\left(110 ; \frac{1}{2} \frac{1}{2}\right),\left(011 ; \frac{1}{2}\right),(111 ; 10)$, and $(111 ; 01)$.
We omit relating labels which are the indices of elementary factors to the conventional $\lambda_{1} \lambda_{2} \lambda_{3} j_{1} j_{2}$; the connection is easily written down, since the conventional labels are additive for powers of elementary factors.

Case 8: $G_{2} \supset S U(3)$ : the exceptional group, at one time considered a candidate for describing particle symmetries ${ }^{10}$; it has no mathematically canonical subgroup. The subgroup $S U(3)$ provides one label too few for the general IR, the right number for the simple IR's $\left(\lambda_{1} 0\right),\left(0 \lambda_{2}\right)$.

The fundamental IR's are shown in Fig. 8. The elementary factors are just the heaviest states of the multiplets of the fundamental IR's, i.e., $(10 ; 10)$, $(10 ; 01),(10 ; 00),(01 ; 10),(01 ; 01)$, and $(01 ; 11)$; there is one redundant combination, $(10 ; 00)(01 ; 11)$. The conventional labels $\lambda_{1} \lambda_{2} \lambda_{1}^{\prime} \lambda_{2}^{\prime}$ are easily expressed in terms of the exponents of elementary factors, since they are additive for such products of powers.

Case 9: $S U(N) \supset S U(N-1)$; possibly the most studied group-subgroup chain ${ }^{11}$; includes $S U(3) \supset$ $S U(2)$, which is used to classify elementary particles.

[^44]

Fig. 7. The fundamental IR's of $O(6)$ with heaviest states of $O(4)$ multiplets denoted by $X$.
$S U(N-1)$ is a canonical subgroup, for, together with the " $N$-hypercharge" $Z_{N}$, it provides enough internal labels for $\operatorname{SU}(N)$ states.
There are $N-1$ fundamental IR's. The $i$ thfundamental IR $(i=1, \cdots, N-1)$ has one column of $i$ boxes in its Young diagam; it contains two multiplets, which we denote by $(i ; 1)$ and $(i ; 2)$. For $(i ; 1)$, the $N$-hypercharge $Z_{N}$ has the value $i / N$, and the multiplet is the $i$ th-fundamental irreducible representation of $S U(N-1)$, except for $i=N-1$ when it is an $S U(N-1)$ scalar. For $(i ; 2)$, the value of $Z_{N}$ is $i / N-1$, and the multiplet is the ( $i-1$ )thfundamental irreducible representation of $S U(N-1)$,


Fig. 8. The fundamental IR's of $G_{2}$; heaviest states of $S U(3)$ multiplets are denoted by $X$.
except for $i=1$ when it is an $S U(N-1)$ scalar. The elementary factors are just the heaviest states of the $2 N-2$ multiplets of the $N-1$ fundamental IR's. There are no redundant combinations. Expressions for the $2 N-2$ conventional labels $\lambda_{1}, \cdots, \lambda_{N-1}$, $Z_{N}, \lambda_{1}^{\prime}, \cdots, \lambda_{N-1}^{\prime}$ are easily found in terms of the exponents of the $2 N-2$ elementary factors, since the conventional labels are additive for products of powers of elementary factors.

Case 10: $G \supset U(1)$; here one is, in effect, using no subgroup at all to help label the states.

[^45]The elementary factors are all the states of all the fundamental IR's. In general, certain combinations are redundant because of unwanted expressions. As an example, we consider the labeling of $S U(3)$ states. The fundamental IR's are shown in Fig. 1. The elementary factors are now $\eta \zeta \xi \eta^{*} \zeta^{*} \xi^{*}$. The unwanted expression $\eta \eta^{*}+\zeta \zeta^{*}+\xi \xi^{*}$ implies a single redundant combination which may be taken to be $\zeta \zeta^{*}$. Thus the states ${ }^{12}$ are defined by $\eta^{a} \eta^{* a^{\prime}} \xi^{b} \xi^{* b^{\prime}} \zeta^{c} \zeta^{* c^{\prime}}$,

[^46]with $c=0$ or $c^{\prime}=0$; the IR labels are $\lambda_{1}=a+b+$ $c$ and $\lambda_{2}=a^{\prime}+b^{\prime}+c^{\prime}$.

Case 11: $G \supset G$; the trivial case in which the subgroup is the group itself.

Here the terms IR and multiplet are synonymous. The elementary factors are just the heaviest states of the fundamental IR's. That the heaviest state of each multiplet (IR) is a product of powers of the elementary factors is just the content of Cartan's fundamental theorem. There are no redundant combinations.
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#### Abstract

After a brief summary of the results obtained previously concerning the boson formalism in superconductivity, the formalism is generalized to include finite temperature and Coulomb interactions. Finally, as an illustration, the formalism is used to derive the Landau-Ginsburg equations and to study the vortices in type II superconductors.


## 1. INTRODUCTION

The results of previous articles ${ }^{1,2}$ suggest that most of the characteristics of the ground state of superconductors are controlled by bosons which can be mainly regarded as bound states of quasi-electrons. The purpose of this paper is to generalize in several directions the formalism developed previously and to extend it.
After briefly summarizing the results already obtained and showing how the boson formalism is particularly well suited to the description of the problems of gauge invariance, we first indicate how to generalize this formalism to all temperatures below $T_{c}$, how to include the effect of an external electromagnetic field, and finally how to take into account the Coulomb interaction among electrons.
In this last generalization we find that there appear two types of plasmalike oscillations. One type of oscillation is similar to the one appearing in a normal electron gas, whereas the other type is actually a phase oscillation which recovers the gauge invariance. The characteristics of these two modes are not neces-

[^47]sarily the same under every circumstances. The possibility of distinguishing experimentally these two modes will be the object of an article to come.

We also find that the Coulomb effect does not introduce any major change in our previous results. Furthermore, the treatment of the Coulomb effect demonstrates once more the simplicity of the formalism.

After having introduced these generalizations, we proceed to show that in this context the generalized Landau-Ginsburg ${ }^{3-5}$ equations can be derived very simply.

Finally, we show that the importance of the bosons becomes most explicit in the formation of vortices. We will see that the radius of the vortex core is a macroscopic manifestation of the uncertainty principle, thus supplying us with another macroscopic example of the quantum mechanical nature of superconductivity.

Let us close this section by a remark on notations. In Sec. 3, a superscript (C) is used to designate the operators which depend on the Coulomb interaction.

[^48]The elementary factors are all the states of all the fundamental IR's. In general, certain combinations are redundant because of unwanted expressions. As an example, we consider the labeling of $S U(3)$ states. The fundamental IR's are shown in Fig. 1. The elementary factors are now $\eta \zeta \xi \eta^{*} \zeta^{*} \xi^{*}$. The unwanted expression $\eta \eta^{*}+\zeta \zeta^{*}+\xi \xi^{*}$ implies a single redundant combination which may be taken to be $\zeta \zeta^{*}$. Thus the states ${ }^{12}$ are defined by $\eta^{a} \eta^{* a^{\prime}} \xi^{b} \xi^{* b^{\prime}} \zeta^{c} \zeta^{* c^{\prime}}$,

[^49]with $c=0$ or $c^{\prime}=0$; the IR labels are $\lambda_{1}=a+b+$ $c$ and $\lambda_{2}=a^{\prime}+b^{\prime}+c^{\prime}$.
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After a brief summary of the results obtained previously concerning the boson formalism in superconductivity, the formalism is generalized to include finite temperature and Coulomb interactions. Finally, as an illustration, the formalism is used to derive the Landau-Ginsburg equations and to study the vortices in type II superconductors.


## 1. INTRODUCTION

The results of previous articles ${ }^{1,2}$ suggest that most of the characteristics of the ground state of superconductors are controlled by bosons which can be mainly regarded as bound states of quasi-electrons. The purpose of this paper is to generalize in several directions the formalism developed previously and to extend it.
After briefly summarizing the results already obtained and showing how the boson formalism is particularly well suited to the description of the problems of gauge invariance, we first indicate how to generalize this formalism to all temperatures below $T_{c}$, how to include the effect of an external electromagnetic field, and finally how to take into account the Coulomb interaction among electrons.
In this last generalization we find that there appear two types of plasmalike oscillations. One type of oscillation is similar to the one appearing in a normal electron gas, whereas the other type is actually a phase oscillation which recovers the gauge invariance. The characteristics of these two modes are not neces-

[^50]sarily the same under every circumstances. The possibility of distinguishing experimentally these two modes will be the object of an article to come.

We also find that the Coulomb effect does not introduce any major change in our previous results. Furthermore, the treatment of the Coulomb effect demonstrates once more the simplicity of the formalism.

After having introduced these generalizations, we proceed to show that in this context the generalized Landau-Ginsburg ${ }^{3-5}$ equations can be derived very simply.

Finally, we show that the importance of the bosons becomes most explicit in the formation of vortices. We will see that the radius of the vortex core is a macroscopic manifestation of the uncertainty principle, thus supplying us with another macroscopic example of the quantum mechanical nature of superconductivity.

Let us close this section by a remark on notations. In Sec. 3, a superscript (C) is used to designate the operators which depend on the Coulomb interaction.

[^51]In the sections following Sec. 3, this is not done because all the arguments are true whether the Coulomb interaction exists or not.

## 2. SUMMARY OF PREVIOUS RESULTS

To begin with, let us summarize briefly the results of our previous articles.
The Hamiltonian used here is the familiar one

$$
\begin{align*}
H=\sum \epsilon_{k}\left(a_{k \uparrow}^{+} a_{k \uparrow} \uparrow\right. & \left.+a_{k \downarrow}^{+} a_{k \downarrow}\right) \\
& +(-\lambda) \sum a_{k \uparrow}^{+} a_{-k+q}^{+} a_{-k^{\prime}++\downarrow} a_{k^{\prime} \uparrow} \tag{1}
\end{align*}
$$

We looked for a set of creation and annihilation operators of free fermions ( $\alpha_{k \downarrow, t}^{+}(t), \alpha_{k \downarrow, t}(t)$ ) and free bosons ( $B_{k}^{+}(t), B_{k}(t)$ ) which are determined by the conditions that their time dependence has the form

$$
\begin{align*}
\alpha_{k \downarrow, \uparrow}(t) & =\alpha_{k \downarrow, \uparrow e^{-i E_{k} t}} \\
B_{k}(t) & =B_{k} e^{-i \omega_{k} t} \tag{2}
\end{align*}
$$

and that the electron operators $a_{k i, \dagger}(t)$ are expressed as a linear combination of normal products of these free operators

$$
\begin{equation*}
a_{k} \uparrow(t)=\bar{\alpha}_{k} \uparrow(t) \cos \theta_{k}-\bar{\alpha}_{-k}^{+}(t) \sin \theta_{k}, \tag{3a}
\end{equation*}
$$

etc., where

$$
\begin{align*}
\bar{\alpha}_{k} \uparrow(t)=\alpha_{k} \uparrow(t) & +\sum_{p, l} f_{k}(p, \mathbf{I}) \alpha_{-k+l}^{+}(t) \alpha_{p+\frac{1}{2}} \uparrow \uparrow(t) \alpha_{-p+\frac{1}{2} \imath}(t) \\
& +\sum_{p, l} h_{k}(p, I) \alpha_{-k+l}^{+}(t) \alpha_{-p-\frac{1}{2} l}(t) \alpha_{p-\frac{1}{2} \imath}(t) \\
& +\sum_{l} g_{k}^{(1)}(\mathbf{I}) \alpha_{-k+l \downarrow}^{+}(t) B_{l}(t) \\
& +\sum_{l} g_{k}^{(2)}(\mathbf{l}) \alpha_{-k+l}^{+}(t) B_{-l}^{+}(t)+\cdots, \quad(3 \mathrm{~b}) \tag{3b}
\end{align*}
$$

etc. Here, the intermediate operators $\bar{\alpha}(t)$ were introduced to simplify the formula. Note that the quasifermion operators ( $\alpha^{+}, \alpha$ ) and boson operators $\left(B^{+}, B\right)$ commute with each other. The quantities $\theta, f, h, g^{(1)}, g^{(2)}, E_{k}$, and $\omega_{l}$ are so determined that $a(t)$ satisfies the canonical equations derived from the Hamiltonian (1). It should be noted that the existence of the Bose field $B_{k}$ is not assumed, but is required by the fact that $a(t)$ has to satisfy the above-mentioned equations as is extensively shown in Ref. 1. There it is also shown that $B$ is a bound state.

It can be shown that the Hamiltonian given in (1) takes the form

$$
\begin{equation*}
H=\sum E_{k}\left(\alpha_{k}^{+} \alpha_{k} \dagger+\alpha_{k \downarrow}^{+} \alpha_{k \downarrow}\right)+\sum \omega_{l} B_{l}^{+} B_{l}, \tag{4}
\end{equation*}
$$

when expressed in terms of the free operators.
The calculation of $\theta, f, h, g^{(1)}, g^{(2)}, E_{k}$, and $\omega_{l}$ are presented in Ref. 1. In particular, $\omega_{l}$ is found to be proportional to $l$ :

$$
\begin{equation*}
\omega_{l}=v_{0}|l| \tag{5}
\end{equation*}
$$

Using the expressions in Eqs. (3), we express the
charge and current densities

$$
\begin{equation*}
\rho(\mathbf{x}, t)=\psi_{\uparrow}^{\dagger} \psi_{\uparrow}+\psi_{\downarrow}^{+} \psi_{\downarrow}, \tag{6}
\end{equation*}
$$

$$
\begin{align*}
& \mathbf{j}(\mathbf{x}, t) \\
& \quad=(2 m)^{-1}\left[\psi_{\uparrow}^{+} \nabla \psi_{\uparrow}-\nabla \psi_{\uparrow}^{\dagger} \cdot \psi_{\uparrow}+\psi_{\downarrow}^{+} \boldsymbol{\nabla} \psi_{\downarrow}-\nabla \psi_{\downarrow}^{+} \cdot \psi_{\downarrow}\right] \tag{7}
\end{align*}
$$

explicitly in terms of free operators $\left(\alpha_{k \downarrow, \uparrow}, B_{k}\right)$, where

$$
\psi_{\uparrow, \downarrow}=\sum_{k} a_{k \uparrow, \downarrow}(t) e^{i \mathbf{k} \cdot \mathbf{x}}
$$

The results are the following ${ }^{1}$ :

$$
\begin{align*}
\rho(\mathbf{x}, t) & =\rho^{(1)}(\mathbf{x}, t)+\rho^{(2)}(\mathbf{x}, t),  \tag{8}\\
\mathbf{j}(\mathbf{x}, t) & =\mathbf{j}^{(1)}(\mathbf{x}, t)+\mathbf{j}^{(2)}(\mathbf{x}, t),  \tag{9}\\
\rho^{(2)}(\mathbf{x}, t) & =-\eta \frac{\partial}{\partial t} B(\mathbf{x}, t),  \tag{10}\\
\mathbf{j}^{(2)}(\mathbf{x}, t) & =v_{0}^{2} \eta \nabla B(\mathbf{x}, t) . \tag{11}
\end{align*}
$$

Here the boson operator $B(\mathbf{x}, t)$ is defined as

$$
\begin{equation*}
B(\mathbf{x}, t)=\sum_{|1|<l_{0}}\left(2 \omega_{l}\right)^{-\frac{1}{2}}\left(B_{l} e^{i\left(1 \cdot \mathbf{x}-\omega_{l} t\right)}+B_{l}^{+} e^{-i\left(l \cdot \mathbf{x}-\omega_{l} t\right)}\right) \tag{12}
\end{equation*}
$$

The cut off momentum $l_{0}$ is given by

$$
\begin{equation*}
l_{0}=2 \Delta / v_{0} \tag{13}
\end{equation*}
$$

because the bosons decay into quasifermion pairs when $v_{0} l>2 \Delta$.
The operator $B(\mathbf{x}, t)$ satisfies the equation

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial t^{2}}-v_{0}^{2} \nabla^{2}\right) B(\mathbf{x}, t)=0 . \tag{14}
\end{equation*}
$$

It can be seen from (10) and (11) that $\mathbf{j}^{(2)}$ and $\rho^{(2)}$ satisfy the conservation law

$$
\nabla \cdot \mathbf{j}^{(2)}+\frac{\partial}{\partial t} \rho^{(2)}=0
$$

The constant $\eta$ in (10) and (11) is given by ${ }^{6}$

$$
\begin{equation*}
\eta=-2^{\frac{3}{2}} \Delta[R(0)]^{\frac{1}{2}} \tag{15}
\end{equation*}
$$

where $\Delta$ is the energy gap [i.e., $E_{k}=\left(\epsilon_{k}^{2}+\Delta^{2}\right)^{\frac{1}{2}}$ ] and $R$ is defined by ${ }^{7,8}$

$$
\begin{align*}
R(\mathrm{l})= & -\frac{i}{2} \int \frac{d^{3} k}{(2 \pi)^{3}} \\
& \times \int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} \frac{1}{\left(\omega^{2}-E_{k+\frac{1}{2} l}^{2}+i \epsilon\right)\left(\omega^{2}-E_{k-\frac{1}{2} l}^{2}+i \epsilon\right)} \\
= & \frac{1}{4} \int \frac{d^{3} k}{(2 \pi)^{3}} \frac{\left(E_{k+\frac{1}{2} l}+E_{k-\frac{1}{2}}\right)}{\left(E_{k+\frac{1}{2} l} E_{k-\frac{1}{2} l}\right)} \frac{1}{\left(E_{k+\frac{1}{2} l}+E_{k-\frac{1}{2} l}\right)^{2}} . \tag{16a}
\end{align*}
$$

[^52]The boson velocity $v_{0}$ is defined by the relation

$$
\begin{align*}
& v_{0}^{2} l^{3} R(\mathbf{I}) \\
&=-\frac{i}{2} \int \frac{d^{3} k}{(2 \pi)^{3}} \\
& \times \int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} \frac{\left(\epsilon_{k+\frac{1}{2} l}-\epsilon_{k-\frac{1}{2} l}\right)^{2}}{\left(\omega^{2}-E_{k+\frac{1}{2} l}^{2}+i \epsilon\right)\left(\omega^{2}-E_{k-\frac{1}{2} l}^{2}+i \epsilon\right)} \\
&= \frac{1}{4} \int \frac{d^{3} k}{(2 \pi)^{3}} \frac{\left(E_{k+\frac{1}{2} l}+E_{k-\frac{1}{2} l}\right)}{E_{k+\frac{1}{2} l} E_{k-\frac{1}{2} l}} \frac{\left(\epsilon_{k+\frac{1}{2} l}-\epsilon_{k-\frac{1}{2} l}\right)^{2}}{\left(E_{k+\frac{1}{2} l}+E_{k-\frac{1}{2} l}\right)^{2}} . \tag{16b}
\end{align*}
$$

This gives $v_{0} \simeq(3)^{-\frac{1}{2}} V_{F}$ when the approximation $\mathbf{k} \simeq \mathbf{k}_{F}$ is made in the above integration. (This approximate form of $v_{0}$ is the one given by Bogoliubov ${ }^{9}$ for the collective modes.) The quantities $p^{(1)}$ and $\mathrm{j}^{(1)}$ in (10) and (11) mainly depend on the quasi-electron operators ( $\alpha, \alpha^{+}$) and satisfy the conservation law

$$
\boldsymbol{\nabla} \cdot \mathbf{j}^{(1)}+\frac{\partial}{\partial t} \rho^{(1)}=0 .
$$

It was proved ${ }^{1}$ that

$$
\begin{equation*}
\int d^{3} x \rho^{(1)}(\mathbf{x}, t)=0 \tag{17}
\end{equation*}
$$

which shows that the Fourier component $\rho^{(1)}(1, E)$ vanishes at the low-momentum limit ( $\mathbf{l} \simeq \mathbf{0}$ ). To see more closely the situation, the reader is referred to the relations (3.4) and (3.7) in Ref. 1, which show that $\rho^{(1)}(\mathbf{I}, E)$ is small when $v_{0}| | \mid<2 \Delta$. Therefore, we find that

$$
\begin{equation*}
\rho(\mathbf{I}, E) \simeq \rho^{(2)}(\mathbf{I}, E), \quad \text { for } \quad v_{0}|1| \ll 2 \Delta . \tag{18}
\end{equation*}
$$

Let us now discuss the gauge transformation. The transformation

$$
\psi(\mathbf{x}, t) \rightarrow \exp [i f(\mathbf{x}, t)] \psi(\mathbf{x}, t)
$$

is generated by

$$
N_{f}=\int d^{3} x f(\mathbf{x}, t) \rho(\mathbf{x}, t)
$$

which can be rewritten as

$$
\begin{align*}
N_{f} & =\int d^{3} x f(\mathbf{x}, t) \rho^{(2)}(\mathbf{x}, t) \\
& =-\eta \int d^{3} x f(\mathbf{x}, t) \frac{\partial}{\partial t} B(\mathbf{x}, t), \tag{19}
\end{align*}
$$

when $f(\mathbf{x}, t)$ is a slowly varying function of $\mathbf{x}$ so that only low momenta are important. In this case, it can be seen from (19) that the gauge transformation is induced solely by the boson.

[^53]To express the gauge transformation explicitly in terms of free operators, we first compute the commutator

$$
\begin{equation*}
\left[B(\mathbf{x}, t), \frac{\partial}{\partial t} B(\mathbf{y}, t)\right]=i c(\mathbf{x}-\mathbf{y}) . \tag{20}
\end{equation*}
$$

Since (20) is close to the canonical commutation relation, we introduce the following notation:

$$
\begin{equation*}
\pi(\mathbf{x}, t)=\frac{\partial}{\partial t} B(\mathbf{x}, t) . \tag{21}
\end{equation*}
$$

Then the approximation (18) gives

$$
\rho(\mathbf{x}, t)=-\eta \pi(\mathbf{x}, t) .
$$

Making use of (12), we find that

$$
\begin{equation*}
c(\mathbf{x}-\mathbf{y})=\int_{0}^{2 \pi} d \varphi \int_{0}^{\pi} \sin \theta d \theta \int_{0}^{l_{0}} l^{2} d l e^{i| | \mathbf{x}-\mathbf{y} \mid \cos \theta} \tag{23}
\end{equation*}
$$

which has the following normalization:

$$
\begin{equation*}
\int d^{3} y c(\mathbf{x}-\mathbf{y})=1 \tag{24}
\end{equation*}
$$

We are now ready to compute the commutator between the generator and the boson operator,

$$
\begin{equation*}
\left[N_{f}, \eta^{-1} B(\mathbf{x}, t)\right]=i \int d^{3} y c(\mathbf{x}-\mathbf{y}) f(\mathbf{y}, t) \tag{25}
\end{equation*}
$$

where (19) was used. From this, the gauge transformation is found to be

$$
\begin{align*}
\varphi_{\uparrow, t}(\mathbf{x}, t) & \rightarrow \exp \left[-i N_{f}\right] \varphi_{\uparrow, l}(\mathbf{x}, t) \exp \left[i N_{f}\right]=\varphi_{, f}(\mathbf{x}, t) \\
B(\mathbf{x}, t) & \rightarrow \exp \left[-i N_{f}\right] B(\mathbf{x}, t) \exp \left[i N_{f}\right] \\
& =B(\mathbf{x}, t)+\eta \int d^{3} y c(\mathbf{x}-y) f(\mathbf{y}, t) \tag{26}
\end{align*}
$$

Here the quasifermion field $\varphi(\mathbf{x}, t)$ is defined as

$$
\varphi_{\uparrow, \downarrow}(\mathbf{x}, t)=\int d^{3} k \alpha_{k} \uparrow, t e^{i\left(\mathbf{k} \cdot x-E_{k} t\right)}
$$

In the special case of $f(\mathbf{x}, t)=1$, Eq. (25) becomes

$$
\begin{equation*}
\left[N, \eta^{-1} B(\mathbf{x}, t)\right]=i . \tag{27}
\end{equation*}
$$

This shows that $\eta^{-1} B$ is the canonical conjugate of the number operator of electrons. Owing to this reason, $B$ was called the phason field. When $f(\mathbf{x}, t)$ is a constant, say $\theta$, the gauge transformation (26) is

$$
\begin{equation*}
\varphi \rightarrow \varphi, \quad B \rightarrow B+\eta \theta . \tag{28}
\end{equation*}
$$

This shows that $\psi$ takes the form

$$
\begin{equation*}
\psi_{\uparrow, \downarrow}=e^{i B / \eta} F(\varphi, \nabla B, \pi) \tag{29}
\end{equation*}
$$

when expressed in terms of the free fields $B$ and $\varphi$. Obviously, the phason equation (14) is invariant under the gauge transformation (28) as it should be.

This last expression shows explicitly that the gauge transformation is controlled mainly by the phasons when $f(\mathbf{x}, t)$ is a slowly varying function of $\mathbf{x}$. On the other hand it can be shown that, when $f$ varies strongly so that high momenta dominate, the gauge transformation is essentially controlled by the quasifermions.

We close this section by noting that the gauge transformation (26) modifies the ground state current by the amount

$$
\begin{equation*}
\langle\delta j\rangle=v_{0}^{2} \eta^{2} \int d^{3} y c(\mathbf{x}-\mathbf{y}) \nabla f(\mathbf{y}, t) \tag{30}
\end{equation*}
$$

where use was made of (11).

## 3. COULOMB EFFECTS

In the previous section we completely disregarded the Coulomb interaction. As the following considerations show, it is a simple matter to take into account the Coulomb effects in this formalism.

Let us first recall that $\varphi(\mathbf{x}, t)$ and $B(\mathbf{x}, t)$, introduced in the previous section, are the free operators and, therefore, that the Hamiltonian (1) can be expressed in the form of a free Hamiltonian of these operators [cf. (4)]:

$$
\begin{equation*}
H=H_{0}(B)+H_{0}(\varphi), \tag{31}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{0}(\varphi)=\sum_{k} E_{k}\left(\alpha_{k}^{+} \uparrow \alpha_{k} \uparrow+\alpha_{k \nmid}^{+}\left|\alpha_{k}\right|\right) \tag{32}
\end{equation*}
$$

and

$$
\begin{align*}
H_{0}(B) & =\sum_{l<l_{0}} \omega_{l} B_{l}^{+} B_{l} \\
& =\frac{1}{2} \int d^{3} x\left[\pi^{2}+v_{0}^{2} \nabla B \cdot \nabla B\right]+c \text { number. } \tag{33}
\end{align*}
$$

Here $\pi$ is defined by (21), i.e.,

$$
\begin{equation*}
\pi=\frac{\partial}{\partial t} B . \tag{34}
\end{equation*}
$$

When the Coulomb interaction is introduced, the new electron field $\psi^{\mathbb{C}}$ satisfies the canonical equation

$$
\begin{equation*}
\frac{\partial}{\partial t} \psi^{\mathbb{O}}(\mathbf{x}, t)=-i\left[\psi^{\mathbb{C}}(\mathbf{x}, t), \bar{H}^{\mathbb{C}}\right] . \tag{35}
\end{equation*}
$$

Here the new Hamiltonian $\bar{H}^{®}$ has the form

$$
\begin{equation*}
\bar{H}^{\mathscr{C}}=H^{\mathscr{C}}+H_{(c)}^{\odot} \tag{36}
\end{equation*}
$$

in which the Coulomb interaction $H_{(c)}^{\mathbb{Q}}$ is given by

$$
\begin{equation*}
H_{(e)}^{\mathbb{C}}=\frac{e^{2}}{2} \int d^{3} x \int d^{3} y \frac{\rho^{\mathscr{C}}(\mathbf{x}, t) \rho^{\mathbb{C}}(\mathbf{y}, t)}{|\mathbf{x}-\mathbf{y}|} \tag{37}
\end{equation*}
$$

and $H^{®}$ is defined by replacing $\psi$ by $\psi^{\odot}$ in the old

Hamiltonian (1):

$$
\begin{equation*}
H^{\mathbb{C}}=H_{\psi \rightarrow \psi}{ }^{\mathbb{C}} . \tag{38}
\end{equation*}
$$

The "neutral" electron field $\psi$ is related to $\psi^{\text {© }}$ by a unitary transformation $S(t)$ :

$$
\begin{equation*}
\psi^{\mathbb{C}}(\mathbf{x}, t)=S^{-1}(t) \psi(\mathbf{x}, t) S(t) \tag{39}
\end{equation*}
$$

Let us define

$$
\begin{align*}
\varphi^{\mathbb{C}}(\mathbf{x}, t) & =S^{-1}(t) \varphi(\mathbf{x}, t) S(t)  \tag{40}\\
B^{\mathbb{C}}(\mathbf{x}, t) & =S^{-1}(t) B(\mathbf{x}, t) S(t)  \tag{41}\\
\pi^{\mathbb{C}}(\mathbf{x}, t) & =S^{-1}(t) \pi(\mathbf{x}, t) S(t) \\
& =S^{-1}(t) \frac{\partial}{\partial t} B(\mathbf{x}, t) S(t), \tag{42}
\end{align*}
$$

where $\varphi$ and $B$ are the operators introduced in the last section.
We see from (39) that

$$
\begin{aligned}
\rho^{©}(x, t) & =S^{-1}(t) \rho(\mathbf{x}, t) S(t), \\
\mathbf{j}^{\mathbb{C}}(x, t) & =S^{-1}(t) \mathbf{j}(\mathbf{x}, t) S(t),
\end{aligned}
$$

and that

$$
\begin{equation*}
\bar{H}^{©}=S^{-1}(t)\left(H+H_{(c)}\right) S(t), \tag{44}
\end{equation*}
$$

in which

$$
\begin{equation*}
H_{(\mathrm{c})}=\frac{e^{2}}{2} \int d^{3} x \int d^{3} y \frac{\rho(\mathbf{x}, t) \rho(\mathbf{y}, t)}{|\mathbf{x}-\mathbf{y}|} . \tag{45}
\end{equation*}
$$

Making use of (31), we can rewrite (44) as

$$
\begin{equation*}
\bar{H}^{\mathbb{C}}=S^{-1}(t)\left[H_{0}(\varphi)+H_{0}(B)+H_{(c)}\right] S(t) . \tag{46}
\end{equation*}
$$

Since we are interested in the long-range effects of the Coulomb potential, we are not concerned with the high-momentum contributions of the Coulomb potential. To be specific, we keep only the momentum components of the Coulomb potential corresponding to $l<l_{0}$. This choice of cutoff will be justified later. We can now write $\rho$ in (37) in terms of the boson operator as

$$
\begin{equation*}
\rho^{\mathbb{C}}(\mathbf{x}, t)=-\eta \pi^{\mathbb{C}}(\mathbf{x}, t), \tag{47}
\end{equation*}
$$

so that we obtain

$$
\begin{equation*}
H_{(c)}^{\mathbb{C}}=\frac{\mu^{2}}{2(4 \pi)} \int d^{3} x \int d^{3} y \frac{\pi^{\mathbb{C}}(\mathbf{x}, t) \pi^{\mathbb{C}}(\mathbf{y}, t)}{|\mathbf{x}-\mathbf{y}|} \tag{48}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu=(4 \pi)^{\frac{1}{2}} e \eta . \tag{49}
\end{equation*}
$$

It is worthwhile to note that, as $H_{(c)}^{\mathbb{C}}$ in (48) contains only the boson operators, the quasifermion operators are not modified; i.e.,

$$
\begin{equation*}
\varphi^{\mathcal{C}}=\varphi, \quad S^{-1}(t) H_{0}(\varphi) S(t)=H_{0}(\varphi) . \tag{50}
\end{equation*}
$$

Because of this, only the bosons need to be studied.

The boson Hamiltonian is

$$
\begin{equation*}
H^{\mathbb{C}(B)}=H_{0}^{\mathbb{C}}(B)+H_{(c)}^{\mathbb{C}} \tag{51}
\end{equation*}
$$

with

$$
\begin{align*}
H_{0}^{\mathrm{C}}(B) & =S^{-1}(t) H_{0}(B) S(t) \\
& =\frac{1}{2} \int d^{3} x\left[\left(\pi^{\mathrm{C}}\right)^{2}+v_{0}^{2} \nabla B^{\mathrm{C}} \cdot \nabla B^{\mathrm{O}}\right]+c \text { number } . \tag{52}
\end{align*}
$$

To derive the new boson equation, we note the following relations:

$$
\begin{align*}
& {\left[B^{\mathbb{C}}(\mathbf{x}, t), \pi^{\mathbb{C}}(\mathbf{y}, t)\right]=i c(\mathbf{x}-\mathbf{y})}  \tag{53}\\
& \int d^{3} y c(\mathbf{x}-\mathbf{y}) B^{\mathbb{C}}(\mathbf{y}, t)=B^{\mathbb{C}}(\mathbf{x}, t) \\
& \int d^{3} y c(\mathbf{x}-\mathbf{y}) \pi^{\mathbb{C}}(\mathbf{y}, t)=\pi^{\mathbb{C}}(\mathbf{x}, t) \tag{54}
\end{align*}
$$

The above commutation relation is due to (20) and the relations in (54) can be derived by means of (23).

The canonical equation

$$
\frac{\partial}{\partial t} B^{\mathbb{C}}(\mathbf{x}, t)=-i\left[B^{\mathbb{C}}(\mathbf{x}, t), H^{\mathbb{C}\left(B^{\prime}\right)}\right]
$$

leads to

$$
\begin{equation*}
\frac{\partial}{\partial t} B^{\mathbb{C}}(\mathbf{x}, t)=\pi^{\mathbb{C}}(\mathbf{x}, t)+\frac{\mu^{2}}{4 \pi} \int d^{3} y \frac{\pi^{\mathbb{C}}(\mathbf{y}, t)}{|\mathbf{x}-\mathbf{y}|} \tag{55}
\end{equation*}
$$

Then the canonical equation for $\partial B / \partial t$ gives

$$
\begin{align*}
\left(\frac{\partial^{2}}{\partial t^{2}}-v_{0}^{2} \nabla^{2}\right) & B^{\mathbb{C}}(\mathbf{x}, t) \\
& -\frac{\mu^{2} v_{0}^{2}}{4 \pi} \int d^{3} y \frac{1}{|\mathbf{x}-\mathbf{y}|} \nabla^{2} B^{\mathbb{C}}(\mathbf{y}, t)=0 \tag{56}
\end{align*}
$$

The last term on the left-hand side shows that the bosons at two points $\mathbf{x}$ and $\mathbf{y}$ are correlated with each other even when $\mathbf{x}$ is very far from $\mathbf{y}$.

It should be noted that partial integration applied to the integral in (56) does not give $\left(-\mu^{2} v_{0}^{2} B^{\mathbb{C}}\right)$ because of the long-range nature of the Coulomb potential. To estimate this integral, we must remember that the integration domain is the metal of finite volume $V=L^{3}$. This means the $d^{3} y$ in (56) must be replaced by $g(\mathbf{y}) d^{3} y$ where $g(\mathbf{y})$ is a function confined inside the metal. We can approximately express $g(\mathbf{y})$ by $\exp (-\epsilon|\mathbf{x}-\mathbf{y}|)$ when $V$ is large. Here $\epsilon$ is given by

$$
\begin{equation*}
\epsilon \simeq 1 / L \tag{57}
\end{equation*}
$$

The last term in (56) then gives

$$
\left[\mu^{2} v_{0}^{2} /\left(\nabla^{2}-\epsilon^{2}\right)\right] \nabla^{2} B^{\mathbb{C}}
$$

Therefore, (56) becomes

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial t^{2}}+v_{0}^{2} \mu^{2}-v_{0}^{2} \nabla^{2}-\frac{\mu^{2} v_{0}^{2} \epsilon^{2}}{\epsilon^{2}-\nabla^{2}}\right) B^{\mathbb{C}}(\mathbf{x}, t)=0 \tag{58}
\end{equation*}
$$

Thus, the energy spectrum of the boson of momentum $l$ is given by

$$
\begin{align*}
\tilde{\omega}_{l} & =\left[v_{0}^{2} \mu^{2}+v_{0}^{2} l^{2}-\mu^{2} v_{0}^{2} \epsilon^{2} /\left(\epsilon^{2}+l^{2}\right)\right]^{\frac{1}{2}} \\
& =\left(v_{0}^{2} \mu^{2}+v_{0}^{2} l^{2}\right)^{\frac{1}{2}}, \quad \text { for } l>\epsilon \\
& =v_{0} l, \quad \text { for } l \ll \epsilon \tag{59}
\end{align*}
$$

One should note that the excited energy spectrum practically starts at the plasma frequency $v_{0} \mu$, because $l \geqslant \epsilon$ for excited levels. The bosons of extremely low momentum ( $l \ll \epsilon$ ) can, however, influence the ground state and, as is shown later, play an important role in the gauge transformation. The transformation $S(t)$ can be computed in many ways. An easy method ${ }^{10}$ is to diagonalize the Hamiltonian $H^{(B)}$ by means of the Bogoliubov transformation. To do this, we express the Hamiltonian $H_{0}(B)$ and $H_{(c)}(t)$ in the momentum representation by using (12) and a similar expression for $\pi=\partial B / \partial t$ :

$$
\begin{aligned}
& H_{0}(B)+H_{(c)}(t) \\
& =\left[\sum_{k} \omega_{k} B_{k}^{+} B_{k}-\frac{\mu^{2} \omega_{k}}{k^{2}+\epsilon^{2}}\left(B_{k} e^{-i \omega_{k} t}-B_{-k}^{+} e^{i \omega_{k} t}\right)\right. \\
& \left.\quad \times\left(B_{-k} e^{-i \omega_{k} t}-B_{k}^{+} e^{i \omega_{k} t}\right)\right]
\end{aligned}
$$

Here $\epsilon$ is introduced to take into account the fact that the size of the system is not really infinite [see Eq. (57)]. It can be shown that $H^{(B)}$ in (27) takes the diagonal form

$$
\begin{equation*}
H^{(\mathbb{C}(B)}=\sum_{k} \tilde{\omega}_{k} B_{k}^{+} B_{k}+c \text { number } \tag{60}
\end{equation*}
$$

where we choose $S(t)$ to satisfy

$$
\begin{align*}
& S^{-1}(t) B_{l} S(t) e^{-i \omega_{2} t} \\
& \quad=\frac{1}{2}\left(l v_{0} \tilde{\omega}_{l}\right)^{-\frac{1}{2}}\left[\left(\tilde{\omega}_{l}+v_{0} l\right) B_{l} e^{-i \bar{\omega}_{l} t}+\left(\tilde{\omega}_{l}-v_{0} l\right) B_{-l}^{+} e^{i \bar{\omega}_{l} t}\right] \tag{61}
\end{align*}
$$

Here, the energy $\tilde{\omega}_{l}$ is given in (59).
Then, using (12), we can express $B^{\mathbb{C}}$ and $\pi^{(C)}$ in the momentum representation:

$$
\begin{align*}
B^{\mathbb{O}}(\mathbf{x}, t)= & \sum_{l<l_{0}} v_{0} l^{-1}\left(\frac{1}{2} \tilde{\omega}_{l}\right)^{\frac{1}{2}} \\
& \quad \times\left(B_{l} e^{i \cdot \mathbf{x}-i \tilde{\omega}_{l} t}+B_{l}^{+} e^{-i l \cdot \mathbf{x}+i \tilde{\omega}_{l} t}\right)  \tag{62}\\
\pi^{\mathbb{C}}(\mathbf{x}, t)=-i & \sum_{l<l_{0}} v_{0} l\left(\left(2 \tilde{\omega}_{l}\right)^{-\frac{1}{2}}\right. \\
& \times\left(B_{l} e^{i \cdot \mathbf{x}-i \bar{\omega}_{l} t}-B_{l}^{+} e^{-i \cdot \mathrm{i} \cdot \mathbf{x}+i \tilde{\omega}_{l} t}\right) . \tag{63}
\end{align*}
$$

To see if the boson $B^{\complement}$ still acts as a phason, we shall examine the gauge transformation. Following an argument similar to the one presented in Sec. 2, it can be seen from (47) and (53) that the gauge transformation is induced by the boson operator in the

[^54]following manner:
\[

$$
\begin{equation*}
B^{\mathcal{Q}}(\mathbf{x}, t) \rightarrow B^{\odot}(\mathbf{x}, t)+\eta \int d^{3} y c(\mathbf{x}-\mathbf{y}) f(\mathbf{y}) \tag{64}
\end{equation*}
$$

\]

even when the Coulomb potential exists. We thus see that $B^{©}$ is the phason and that the electron operators keep the form (29), i.e.,

$$
\begin{equation*}
\psi_{\uparrow, \downarrow}=\exp \left(i B^{\mathbb{C}} \mid \eta\right) F\left(\varphi, \nabla B^{\mathbb{C}}, \pi^{\mathbb{C}}\right) \tag{65}
\end{equation*}
$$

Let us further note that (27) remains true even when $B$ is replaced by $B^{\mathbb{C}}$, showing that $(1 / \eta) B^{\mathbb{C}}$ is the canonical conjugate of total number of electrons.

It is worth noting that the phason equations (56) and (58) are invariant under the gauge transformation with a uniform phase $f(\mathbf{y})=\theta$ (i.e., $B^{\mathbb{C}} \rightarrow B^{\mathbb{C}}+\eta \theta$ ), as they should be. This transformation is induced by the phasons with $l \ll \epsilon$, showing the important role played by these phasons.

Besides the phasons described above, there may exist other excitations of the plasma type with $l>l_{0}$ corresponding to the Coulomb interactions among quasielectrons (or "normal" electrons). Nevertheless, these plasmons will not play any role in the phase properties of the superconductor and, in this sense, are not of immediate interest in this article. This justifies the cutoff $l=l_{0}$ introduced in the Coulomb potential.

To see how the Coulomb effect influences the density, we rewrite (55) in the form

$$
\begin{equation*}
\pi^{\mathbb{C}}(\mathbf{x}, t)=-\frac{1}{4 \pi} \int d^{3} y \frac{e^{-\mu|\mathbf{x}-\mathbf{y}|}}{|\mathbf{x}-\mathbf{y}|} \nabla^{2} \frac{\partial}{\partial t} B^{\mathbb{C}}(\mathbf{y}, t) \tag{66}
\end{equation*}
$$

Performing a partial integration, we find

$$
\begin{align*}
\pi^{\mathrm{Q}}(\mathbf{x}, t)= & \frac{\partial}{\partial t} B^{\mathrm{C}}(\mathbf{x}, t) \\
& -\frac{\mu^{2}}{4 \pi} \int d^{3} y \frac{e^{-\mu|\mathbf{x}-\mathbf{y}|}}{|\mathbf{x}-\mathbf{y}|} \frac{\partial}{\partial t} B^{\odot}(\mathbf{y}, t) \tag{67}
\end{align*}
$$

which gives

$$
\begin{align*}
\rho^{\odot}(\mathbf{x}, t)=-\eta & \frac{\partial}{\partial t} B^{\odot}(\mathbf{x}, t) \\
& +\frac{\eta \mu^{2}}{4 \pi} \int d^{3} y \frac{e^{-\mu|\mathbf{x}-\mathbf{y}|}}{|\mathbf{x}-\mathbf{y}|} \frac{\partial}{\partial t} B^{\mathbb{C}}(\mathbf{y}, t) \tag{68}
\end{align*}
$$

The second term in (68) shows that the charge density at a point $\mathbf{x}$ is influenced by the phasons in the domain of radius $1 / \mu\left[=1 /(4 \pi)^{\frac{1}{2}} e \eta\right]$.

The current can be derived from (43) and (11):

$$
\begin{equation*}
\mathbf{j}^{\mathbb{C}}(x, t)=v_{0}^{2} \eta \nabla B^{\mathbb{C}}(\mathbf{x}, t) \tag{69}
\end{equation*}
$$

To prove the conservation law, we note that the phason equation (58) implies

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial t^{2}}-v_{0}^{2} \nabla^{2}+\mu^{2} v_{0}^{2}\right) \nabla^{2} B^{\mathbb{C}}(\mathbf{x}, t)=0 \tag{70}
\end{equation*}
$$

This relation together with (66) gives

$$
\begin{equation*}
\frac{\partial}{\partial t} \pi^{\mathbb{C}}(\mathbf{x}, t)=v_{0}^{2} \nabla^{2} B^{\mathbb{C}}(\mathbf{x}, t) \tag{71}
\end{equation*}
$$

The conservation law

$$
\nabla \cdot \mathbf{j}^{\mathbb{C}}+\frac{\partial}{\partial t} \rho^{\mathbb{C}}=0
$$

follows immediately from (71) because of (47) and (69).

## 4. INVARIANT TRANSFORMATION ${ }^{11}$

Let us now consider the special case of gauge transformations which leave the system invariant. We thus assume that $f(\mathbf{x}, t)$ is independent of $t$, denoting it by $f(\mathbf{x})$, and that

$$
\begin{equation*}
\left[N_{f}, H\right]=0 \tag{72}
\end{equation*}
$$

The latter condition leads to

$$
\int d^{3} x f(\mathbf{x}) \frac{\partial}{\partial t} \rho(\mathbf{x}, t)=0
$$

which in turn gives

$$
\int d^{3} x f(\mathbf{x}) \nabla \cdot \mathbf{j}(\mathbf{x}, t)=0
$$

This is satisfied when $\nabla f=0$. The invariance condition, however, is still weakened when $f(\mathbf{x})$ is a slowly varying function $\left(l \ll l_{0}\right)$. In that case,

$$
\begin{aligned}
\int d^{3} x f(\mathbf{x}) \frac{\partial}{\partial t} \rho(\mathbf{x}, t) & =-\int d^{3} x f(\mathbf{x}) \nabla \cdot \mathbf{j}(\mathbf{x}) \\
& =-v_{0}^{2} \eta \int d^{3} x f(\mathbf{x}) \nabla^{2} B(\mathbf{x}, t)
\end{aligned}
$$

owing to Eq. (11) [or (69)]. The requirement that $\dot{N}_{f}=0$ implies that

$$
\begin{aligned}
& {\left[B(\mathbf{x}), \int d^{3} y \nabla^{2} B(\mathbf{y}, t) f(\mathbf{y})\right]} \\
& =\nabla^{2} \int d^{3} y i c(\mathbf{x}-\mathbf{y}) f(\mathbf{y})=\nabla^{2} f(\mathbf{x})=0
\end{aligned}
$$

using the fact that $f(\mathbf{x})$ is varying slowly with $\mathbf{x}$. Thus, the gauge transformation is an invariant transformation when

$$
\begin{equation*}
\nabla^{2} f(\mathbf{x})=0 \tag{73}
\end{equation*}
$$

It is obvious that the gauge transformation (26) leaves the phason equation (14) [or (56)] invariant under the condition (73), as it should.

A simple example of (73) is given by

$$
f(\mathbf{x})=\mathbf{a} \cdot \mathbf{x}
$$

[^55]where a is a constant vector. This corresponds to the following persistent current:
$$
\langle\delta j\rangle=v_{0}^{2} \eta^{2} \mathbf{a}
$$
according to (30).
The condition (73) is no longer necessary when there is an external electromagnetic vector potential A, since the effect of the gauge transformation of $\psi$ can be cancelled out by the gauge transformation of $\mathbf{A}$ (i.e., $e \mathbf{A} \rightarrow e \mathbf{A}+\vec{\partial} f$ ), and this leaves the system invariant. In that case, (26) shows that $A$ always appears in the following combination with $\nabla B$ :
\[

$$
\begin{equation*}
\nabla B-\eta \int d^{3} y c(\mathbf{x}-\mathbf{y}) \mathbf{A}(\mathbf{y}) \tag{74}
\end{equation*}
$$

\]

By the same argument, we can show that the scalar potential $\phi$ always appears in the combination

$$
\begin{equation*}
\frac{\partial}{\partial t} B-\int d^{3} y c(\mathbf{x}-\mathbf{y}) \phi(\mathbf{y}) \tag{75}
\end{equation*}
$$

## 5. FINITE TEMPERATURE

The arguments in the previous section can be easily extended to finite temperatures by means of the wellknown quantum-statistical technique, ${ }^{12,13}$ i.e., by making the following replacements in expressions of Eqs. (16):

$$
\begin{align*}
\omega & \rightarrow i \omega_{n}  \tag{76}\\
(2 \pi)^{-1} \int_{-\infty}^{\infty} d \omega & \rightarrow i k_{B} T \sum_{n}
\end{align*}
$$

where

$$
\begin{aligned}
\omega_{n} & =2 n \pi k_{B} T, & & \text { for bosons, } \\
& =(2 n+1) k_{B} T, & & \text { for fermions. }
\end{aligned}
$$

Similar replacements should be performed everywhere in the computations of the previous article. ${ }^{1}$ In particular, the expansion coefficients in Eqs. (3) also depend on the temperature.

By (76) we obtain

$$
\begin{equation*}
R^{T}(\mathbf{I})=\frac{k_{B} T}{2} \int \frac{d^{3} k}{(2 \pi)^{3}} \sum_{n} \frac{1}{\left(\omega_{n}^{2}+E_{\left.k+\frac{1}{2}\right)}^{2}\right)\left(\omega_{n}^{2}+E_{k-\frac{1}{2} l}^{2}\right)} \tag{77a}
\end{equation*}
$$

## and

$$
\begin{align*}
& v_{0}^{2} l^{2} R^{T}(\mathbf{I}) \\
& \quad=\frac{k_{B} T}{2} \int \frac{d^{3} k}{(2 \pi)^{3}} \sum_{n} \frac{\left(\epsilon_{k+\frac{1}{2} l}-\epsilon_{k-\frac{1}{2}}\right)^{2}}{\left(\omega_{n}^{2}+E_{k+\frac{1}{2} l}^{2}\right)\left(\omega_{n}^{2}+E_{k-\frac{1}{2}}^{2}\right)} \\
& \quad=\frac{k_{B} T}{2} l^{2} \int \frac{d^{3} k}{(2 \pi)^{3}} \frac{k^{2}}{3 m^{2}} \sum_{n} \frac{1}{\left(\omega_{n}^{2}+E_{k+\frac{1}{2} l}^{2}\right)\left(\omega_{n}^{2}+E_{k-\frac{1}{2} l}^{2}\right)} . \tag{77b}
\end{align*}
$$

[^56]The constant $\eta$ depends on $T$ through the relation (15), i.e., $\eta(T)=-2^{\frac{3}{2}} \Delta(T)\left[R^{T}(0)\right]^{\frac{1}{2}}$.

We thus find that

$$
\begin{align*}
v_{0}^{2} \eta_{(T)}^{2}=4 \Delta_{(T)}^{2} & k_{B} T \int \frac{d^{3} k}{(2 \pi)^{3}} \frac{k^{2}}{3 m^{2}} \\
& \times \sum_{n} \frac{1}{\left(\omega_{n}^{2}+E_{\left.k+\frac{1}{2}\right)}^{2}\right)\left(\omega_{n}^{2}+E_{\left.k-\frac{1}{2}\right)}\right)} \tag{78}
\end{align*}
$$

It can easily be shown that $\eta^{2}(T) v_{0}^{2} \simeq n_{s}(T) / m$, where $n_{s}(T)$ is the density of superelectrons. At finite temperature, Eq. (59) should be replaced by

$$
\tilde{\omega}_{l}(T)=\left[v_{0}^{2} \mu(T)^{2}+v_{0}^{2} l^{2}-v_{0}^{2} \mu^{2}(T) \epsilon^{2} /\left(l^{2}+\epsilon^{2}\right)\right]^{\frac{1}{2}},
$$

where

$$
v_{0}^{2} \mu^{2}(T)=4 \pi e^{2} \eta^{2}(T) v_{0}^{2} \simeq 4 \pi e^{2} n_{s}(T) / m
$$

Besides these phase oscillations there can also exist, at finite temperature, plasma oscillations of the quasielectrons.

## 6. THE GENERALIZED LANDAU-GINSBURG EQUATIONS

In this section we derive the second LandauGinsburg equation and compare the expression obtained with the one given by Werthamer. ${ }^{4}$ As our purpose is essentially to show the simplicity of the derivation, it is not necessary to give a full derivation of the first Landau-Ginsburg equation. (The methods used in the derivation of both equations are quite similar.)
In order to simplify the notation, we replace the function $c\left(\mathbf{x}-\mathbf{x}^{\prime}\right)$ [see (23)] by $\delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right)$ in this section. This simplification does not induce any significant change in the results. Thus, (26) shows us that a gauge transformation

$$
\psi \rightarrow e^{i f(\mathbf{x}, t)} \psi
$$

is induced by the transformation of $B(\mathbf{x}, t)$,

$$
\begin{equation*}
B(\mathbf{x}, t) \rightarrow B(\mathbf{x}, t)+\eta f(\mathbf{x}, t) \tag{79}
\end{equation*}
$$

when $f(\mathbf{x}, t)$ is a slowly varying function of $\mathbf{x}$.
Making the replacement (74) in the relation (30), we obtain the ground-state current ${ }^{14}$

$$
\begin{equation*}
\langle\mathbf{j}\rangle=v_{0}^{2} \eta^{2}(\nabla f-e \mathbf{A}) . \tag{80}
\end{equation*}
$$

$$
\begin{aligned}
& { }^{14} \text { Combining (30) and }(74) \text {, we find that } \\
& \langle j(\mathbf{x})\rangle=v_{0}^{2} \eta^{2} \int d^{3} y c(\mathbf{x}-\mathbf{y})[\nabla f(\mathbf{y})-e \mathrm{~A}(\mathbf{y}) .
\end{aligned}
$$

Equation (80) in the text is obtained from this by approximating the $c$ function by the $\delta$ function. The second term in the above expression gives a Meissmer current of the form

$$
-e^{2} v_{0}^{2} \eta^{2} \int d^{3} y c(\mathbf{x}-\mathbf{y}) \mathbf{A}(\mathbf{y})
$$

Owing to the relation (24), this can be put in the form

$$
-e^{2} v_{0}^{2} \eta^{2}\left(1+F\left(\nabla^{2}\right) \nabla^{2}\right) \mathbf{A}(\mathbf{x})
$$

with a certain function $F$ which should be computed from the knowledge of the $c$ function. Note that the $c$ function has the range of order of $\xi=1 / l_{0}$.

To show that this is one of the Landau-Ginsburg equations, we recall that

$$
\begin{equation*}
\Delta=\lambda\left\langle\psi_{\downarrow} \psi_{\uparrow}\right\rangle \tag{81}
\end{equation*}
$$

where $\lambda$ is the coupling constant introduced in Eq. (1). After gauge transformation, (81) becomes
$\Delta(\mathbf{x}, t)=\left\langle e^{2 i B / \eta+2 i f} F^{2}(\varphi, \nabla B-\eta e \mathbf{A}+\eta \nabla f, \pi)\right\rangle$,
where use was made of (29) and (74).
We write (82) as

$$
\begin{equation*}
\Delta(\mathbf{x}, t)=e^{2 i f(\mathbf{x}, t)}|\Delta(\mathbf{x}, t)| \tag{83}
\end{equation*}
$$

It is now easy to see that (80) can be put in the form

$$
\begin{equation*}
\langle\mathrm{j}\rangle=\frac{v_{0}^{2} \eta^{2}}{i 4|\Delta|^{2}}\left[\Delta^{*}(\mathbf{x}, t) \nabla \Delta(\mathbf{x}, t)-\Delta(\mathbf{x}, t) \nabla \Delta^{*}(\mathbf{x}, t)\right] . \tag{84}
\end{equation*}
$$

Inserting the value of $v_{0}^{2} \eta^{2}$ given in (78), Eq. (84) becomes identical to the generalized Landau-Ginsburg equation obtained by Werthamer [see Eq. (16) of Ref. 4].

It may be seen from (82) that $|\Delta|$ is practically constant when $\Delta$ is varying so slowly that $\xi_{0} \nabla f$ (where $\xi_{0}$ is the coherence length) is negligible and when the temperature is so low that the variation of $F$ in (82) is mainly due to the space dependence of $f$.

As we mentioned in the beginning of this section, we do not give a full derivation of the first LandauGinsburg equation, but only outline its derivation. This time we are concerned with $\psi_{\downarrow} \psi_{\uparrow}$ : first one has to express $\psi_{\downarrow} \psi_{\uparrow}$ in terms of the free operators $(\varphi, B)$, then perform the gauge transformation (79), and finally compute the expectation value of the expression thus obtained.

## 7. VORTICES

As was shown in Sec. 4, the condition for the gauge transformation (26),

$$
\begin{equation*}
B(\mathbf{x}, t) \rightarrow B(\mathbf{x}, t)+\eta \int d^{3} y c(\mathbf{x}-\mathbf{y}) f(\mathbf{y}) \tag{85}
\end{equation*}
$$

to leave the system invariant is expressed by the condition (73), i.e.,

$$
\begin{equation*}
\nabla^{2} f(\mathbf{x})=0 \tag{86}
\end{equation*}
$$

We notice that this condition leads to

$$
\begin{equation*}
\nabla^{2} \int d^{3} y c(\mathbf{x}-\mathbf{y}) f(\mathbf{y})=0 \tag{87}
\end{equation*}
$$

provided the system is simply connected.
The condition (86) admits a variety of non-simplyconnected solutions. The simplest solution of a cylindrically symmetric nature is given by

$$
\begin{equation*}
f(\mathbf{x})=\frac{1}{2} v \varphi \tag{88}
\end{equation*}
$$

$\varphi$ is the cylindrical angle of the vector $\mathbf{x}$ and $\nu$ is required to be an integer in order to make the order parameter $\Delta(x)$ single-valued.

Let us note that the function $c(\mathbf{x}-\mathbf{y})$ is an oscillating function of $|\mathbf{x}-\mathbf{y}|$ which is practically confined in a small domain of radius of the order of $1 / l_{0}$ around the point $\mathbf{x} .\left[l_{0}\right.$ is the cutoff momentum given by (13).] Since $f(x)$, given by (88), is multiply connected around the cylindrical axes, (87) does not hold anymore. Let us estimate how much the left-hand side of (87) deviates from zero. To do this, we define a new function

$$
\begin{align*}
D(\mathbf{x}-\mathbf{y}) & =c(\mathbf{x}-\mathbf{y}), & & \text { for }|\mathbf{x}-\mathbf{y}|<r(\mathbf{x}) \\
& =0, & & \text { otherwise } \tag{89}
\end{align*}
$$

where $r(\mathbf{x})$ is the distance of the point $\mathbf{x}$ from the axes. According to (89), the cylindrical axes are excluded from the domain of nonvanishing $D(\mathbf{x}-\mathbf{y})$. Therefore, the partial integration simply leads to

$$
\begin{align*}
\nabla^{2} \int d^{3} y D(\mathbf{x}-\mathbf{y}) f(\mathbf{y}) & =\int d^{3} y D(\mathbf{x}-\mathbf{y}) \nabla^{2} f(\mathbf{y}) \\
& =0 \tag{90}
\end{align*}
$$

When $r(\mathbf{x}) \gg 1 / l_{0}$, then

$$
\begin{equation*}
\int d^{3} y c(\mathbf{x}-\mathbf{y}) f(\mathbf{y})=\int d^{3} y D(\mathbf{x}-\mathbf{y}) f(\mathbf{y}) \tag{91}
\end{equation*}
$$

and, therefore,

$$
\begin{equation*}
\nabla^{2} \int d^{3} y c(\mathbf{x}-\mathbf{y}) f(\mathbf{y}) \simeq 0 \tag{92}
\end{equation*}
$$

On the other hand, the above quantity is considerably different from zero for $r(\mathbf{x}) \leqslant 1 / l_{0}$, because in such a case (91) is not true anymore. This indicates that the persistent current

$$
\begin{equation*}
\langle\mathbf{j}\rangle=v_{0}^{2} \eta^{2} \nabla \int d^{3} y c(\mathbf{x}-\mathbf{y}) f(\mathbf{y}) \tag{93}
\end{equation*}
$$

is conserved in the region far from the axes [i.e., $r(\mathbf{x}) \gg 1 / l_{0}$, but is not in the region close to the axes. Therefore, some quasifermions need to be present in order to keep the current conservation. ${ }^{15}$ These quasifermions are mainly concentrated in a cylinder of radius of the order

$$
\begin{equation*}
r_{0} \approx 1 / l_{0}=v_{0} / 2 \Delta \approx \xi_{0} \tag{94}
\end{equation*}
$$

[^57]We are thus led to the following picture. ${ }^{16,17}$ Excited quasifermions (or "normal" electrons) form a core of radius $\xi_{0}$. Far from the core there exists a persistent current (93), which is given by

$$
\begin{equation*}
\langle\mathbf{j}(x)\rangle \simeq \frac{1}{2} v v_{0}^{2} \eta^{2} \boldsymbol{\nabla} \varphi=\frac{1}{2} \nu v_{0}^{2} \eta^{2}[r(\mathbf{x})]^{-1} \mathbf{e} \varphi, \tag{95}
\end{equation*}
$$

where $\mathbf{e} \varphi$ is the unit vector in the circular direction. ${ }^{18}$ In the intermediate region there is a mixture of persistent current and excited quasifermions.

To complete the picture, let us note that

$$
\begin{equation*}
e \oint_{c}\langle\mathbf{j}(\mathbf{x})\rangle \cdot d \mathbf{s}=-e v_{0}^{2} \eta^{2} \pi v \tag{96}
\end{equation*}
$$

where the integration is taken over a circle of radius $R \gg 1 / l_{0}$. The left-hand side of (96) can be rewritten

[^58]where $f(y)$ is given by (88) and $\mathbf{A}(\mathbf{y})$ represents the self-consistent vector potential. A detailed calculation of the vortex current using this formula has been done recently by our group. In that case the current takes the well-known form
$$
\langle\mathbf{j}\rangle=\frac{\Phi}{8 \pi^{2} \lambda^{3}} K_{1}\left(\frac{r}{\lambda}\right) \mathrm{e} \varphi, \text { for } r \gg \xi_{0}
$$

An expression for the current inside the core has also been obtained. (See L. Leplae, N. Mancini, and H. Umezawa, report of work prior to publication.)
as

$$
e \int d \mathbf{S} \cdot \boldsymbol{\nabla} \times\langle\mathbf{j}\rangle=-\eta^{2} v_{0}^{2} e^{2} \int d \mathbf{S} \cdot \boldsymbol{\nabla} \times \mathbf{A},
$$

where Eq. (80) has been used. Therefore, there appears a magnetic field concentrated mainly in the core of radius $\xi_{0}$.

The total magnetic flux is ${ }^{19}$

$$
\begin{equation*}
\Phi=\pi v / e \tag{97}
\end{equation*}
$$

Let us close this section by noting that the result (94) can be understood by a simple intuitive argument based on the uncertainty principle. We have seen that the phase

$$
\int d^{3} y c(\mathbf{x}-\mathbf{y}) f(\mathbf{y})
$$

which corresponds to a vortex, is generated by the phason $B(\mathbf{x}, t)[\mathrm{cf} .(85)]$. Since there is a cutoff $l_{0}$ in phason momentum, the uncertainty principle

$$
\Delta \mathbf{x} \cdot \Delta \mathbf{l} \geqslant 1
$$

leads us to conclude that the phasons cannot stay in a region smaller than

$$
\Delta x \approx 1 / l_{0} \simeq \xi_{0}
$$

When they are confined in such a region they acquire, by the same uncertainty principle, enough energy to decay into quasifermions which remain after equilibrium is established to form the core of the vortex.

[^59]
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#### Abstract

We investigate possible characterizations of "short-range" interactions by means of conditions on the total transition probability $\|T \psi\|^{2}$. We desire to require that the total transition probability decrease exponentially as the displacement of the wavepacket $\psi$ increases. It is shown that this can only be done for certain types of sequences of wavepackets, and a criterion is developed for selecting these "proper", wavepackets. We then show for all such interactions that what is essentially the square of the scattering amplitude is analytic, in the cosine of the scattering angle, in an ellipse which always includes the physical region. We then compare these results with the Schrödinger potential theory and thereby relate the type of the exponential decrease of a potential to the type of the exponential decrease of the corresponding transition probability. Finally, our results are compared with similar results previously obtained by others working on this problem.


## 1. INTRODUCTION

This study is concerned with a characterization of the short-range property of strong interactions by means of statements about observable quantities, and with the resulting implications for the scattering matrix. In particular, we impose conditions on the transition probabilities related to elastic cross sections for a fixed incoming wavepacket, and show that there is a relationship between these conditions and the (traditional) notions of "short range" which apply within potential theory.
It is a basic assumption of hadron physics (the dynamics of the strongly interacting particles) that the interactions between particles are, in some sense, of short range. In a very intuitive sense, this means that two particles interact only when they are "near" each other, so that, asymptotically, a system can be described by free-particle states. In the Schrödinger potential theory, "short range" usually means that the interaction potential is of exponential decrease, or faster, as the distance between packet and scattering center increases. This behavior of the potential implies certain characteristic properties of other quantities in the theory, such as the phase shifts, the scattering matrix, and the transition probabilities. For example, the fact that the potential is of "exponentially" short range implies that, for any fixed energy, the scattering amplitude will be analytic in the $\cos \theta$ plane in an ellipse which contains the physical region, where $\theta$ is the scattering angle.
If we consider a more realistic, fundamental physical theory in which the forces are not derivable from a potential, we may wonder how to characterize

[^60]a short-range interaction. In analytic $S$-matrix theory, ${ }^{1}$ the existence of regions of analyticity for the scattering amplitude is taken as a fundamental characterization of short range.

We intend here to characterize short-range interactions by a property of the total transition probability: Consider a scattering situation in which $\psi$ represents the initial asymptotic state-vector. Then, $S \psi$ is the final asymptotic state-vector in the outcome of the scattering event, where $S$ is the scattering matrix. If $i T=S-1$, the quantity $\|T \psi\|^{2}=\|(S-1) \psi\|^{2}$, the square of the norm of the vector $T \psi$, is a measure of the amount of scattering. In the following we call this measure the total transition probability. (We call it this, following custom, although it is not strictly a probability. If the vector $T \psi$ is orthogonal to the original state $\psi$, it will be a strict probability.)

If the packet $\psi$ stays away at all times from the scattering center, then we expect $\|T \psi\|^{2}$ to be "small." In particular, if we construct a sequence of packets which stay more and more away from the scattering center, then we expect the corresponding sequence of transition probabilities to decrease. We may regard the sequence of wavepackets as a probe to measure the rate of decrease of the interaction with distance. Because of the evidence from Lagrangian field theory (via perturbation theory), it is natural to expect exponentially decreasing forces even though these forces are not derivable from a potential. Therefore, at least for sequences which are "efficient probes," we expect the transition probabilities associated with short-range interactions to decrease exponentially, as the sequence of wavepackets stays more and more away from the scattering center.

[^61]We would like to specify the relation between "short range" and the analyticity of the scattering amplitude a bit more fully. In Appendix $A$, it is shown that if a potential is of exponential decrease ${ }^{2}$ of order $b>1$, then the corresponding scattering amplitude [which depends upon the magnitude of the incoming (relative) momentum $p$ and the cosine of the scattering angle $z$ ] will be an entire analytic function in the variable $z$, for every fixed nonnegative $p$; while if $b<1$, there will be no such region of analyticity, but rather the boundary of the physical region will include a singularity. If, however, $b=1$, then the corresponding scattering amplitude will be a function analytic in $z$ (for every fixed nonnegative $p$ ) in some ellipse with foci $\pm 1$, the size of which depends upon the type. Therefore, in our attempts to characterize short-range interactions which are not derivable from a potential by an exponential decrease of a sequence of transition probabilities, we show that this implies an ellipse of analyticity in $z$ for the scattering amplitude. [We find it convenient to use the notation $f(s)=\bar{O}\left(e^{-a s^{t}}\right)$ to indicate that $f(s)$ is of exponential decrease of order $r$ and type $a$, in an analogy with the standard order symbol.]

Recently there has been some interest in the relation between the decrease of the transition probability and the region of analyticity of the scattering amplitude. Omnes ${ }^{3}$ assumed an exponential decrease for the transition probability for a selected sequence of Gaussian wavepackets, and he derived an ellipse of analyticity in 2 for fixed nonnegative $p$ for the square of that scattering amplitude. Similar studies were also carried out by Kugler and Roskies, ${ }^{4}$ who derived an ellipse of analyticity, as well as MacDowell, Roskies, and Schroer. ${ }^{5}$ By making similar assumptions about the decrease of the transition probability (using wavepackets of compact support in momentum space), Stapp and Chandler ${ }^{6}$ showed that the scattering amplitude is $C^{\infty}$ in all arguments in the physical region, excluding Landau singularities.
In Sec. 2 we discuss whether or not certain specific

[^62]families of wavepackets are suitable for use as probes. In Sec. 3 we derive an ellipse of analyticity for what is essentially the square of the scattering amplitude, based on the assumption that $\left\|T \psi^{s}\right\|^{2}=\bar{O}\left(e^{-a s}\right)$ for some specific families of wavepackets $\psi^{s}$, where $s$ is a parameter which measures how far away that wavepacket is from the scattering center, and $a>0$. In Sec. 4 we compare the results obtained in Sec. 3 with the Schrödinger potential theory. In particular, we attempt to relate the constant $a$ [in the assumption that $\left.\left\|T \psi^{s}\right\|^{2}=\bar{O}\left(e^{-a s}\right)\right]$ to the range of a potential $V(r)=O\left(e^{-\mu r}\right)$. We also compare the various results which we have obtained with the results obtained by others working on this problem.

## 2. A MEASURE OF THE EXTENT TO WHICH A PARTICLE APPROACHES THE SCATTERING CENTER

Although the problem with which we are truly concerned is one in which there are many different kinds of particles, each with different spins and statistics, the essentials do not depend upon all these details. We will, therefore, restrict our discussion to dealing merely with one type of scalar boson. Furthermore, we only consider the case of two incident particles, which is equivalent to the case of a single particle (tracing out the relative motion) incident upon a fixed target. We intend that a quite general interaction (of short-range) may occur while this particle is in the neighborhood of the target, so that there may be an arbitrary number of particles after the collision. (The quantity $\|T \psi\|^{2}$ is the total transition probability into all channels.)

We take $\psi^{s}$ to be a one-parameter family of initial asymptotic states ordered so that $s$ is a measure of their displacement from the scattering center. We fix the normalization ${ }^{7}$ of the $S$ matrix in the momentumspace representation by

$$
\begin{equation*}
\left(T_{e} \psi^{s}\right)(\mathbf{q})=\int d \mathbf{p} \delta(p-q) T_{e}^{\prime}(\mathbf{p}, \mathbf{q}) \psi^{s}(\mathbf{p}) \tag{2.1}
\end{equation*}
$$

where $T_{e}$ is the elastic portion of the $T$ matrix. We designate the corresponding family of transition probabilities by

$$
\begin{equation*}
P(s)=\left\|T \psi^{s}\right\|^{2} \tag{2.2}
\end{equation*}
$$

Then,

$$
\begin{equation*}
P(s)=\int d \mathbf{p}^{\prime} \int d \mathbf{p} \psi^{*^{*}}\left(\mathbf{p}^{\prime}\right) \psi^{s}(\mathbf{p}) \delta\left(p-p^{\prime}\right) A(p, z) \tag{2.3}
\end{equation*}
$$

where $p p^{\prime} z=\mathbf{p} \cdot \mathbf{p}^{\prime}$, and $A(p, z)$ is the absorptive part of the $S$ matrix. We expand $A(p, z)$ in the standard

[^63]partial-wave expansion,
\[

$$
\begin{equation*}
A(p, z)=\left(\pi p^{2}\right)^{-1} \sum_{l=0}^{\infty}(2 l+1) P_{l}(z) A_{l}(p) \tag{2.4}
\end{equation*}
$$

\]

From the unitarity of the $S$ matrix, we have that

$$
\begin{equation*}
0 \leq A_{l}(p) \leq 1 \tag{2.5}
\end{equation*}
$$

From Eqs. (2.3) and (2.4),

$$
\begin{equation*}
P(s)=4 \sum_{l=0}^{\infty} \int_{0}^{\infty} d p p^{2} A_{l}(p) f_{l}^{s}(p) \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.f_{l}(p) \equiv \frac{2 l+1}{4 \pi} \int d \Omega^{\prime} \int d \Omega \psi^{*}\left(\mathbf{p}^{\prime}\right) \psi(\mathbf{p}) P_{l}(z)\right|_{p==p^{\prime}} \tag{2.7}
\end{equation*}
$$

We note that, for every $b \geq a \geq 0$,

$$
0 \leq \int_{a}^{b} d p p^{2} f_{l}^{s}(p) \leq 1
$$

because of the normalization of the wavefunction $\psi(\mathbf{p})$. Finally, we define our conventions so that $\psi(\mathbf{x}, t)$, the solution to the Klein-Gordon (or Schrödinger) equation, is related to its momentum-space representation $\psi(\mathbf{p})$ by

$$
\begin{equation*}
\psi(\mathbf{x}, t)=(2 \pi)^{-\frac{3}{2}} \int d \mathbf{p} e^{i \mathrm{p} \cdot \mathbf{x}-i \omega(p) t} \psi(\mathbf{p}) \tag{2.8}
\end{equation*}
$$

where $\omega(p)$ is the energy corresponding to the momentum p. [In the nonrelativistic (Schrödinger) case, $\omega(p)=p^{2} / 2 m$, while in the relativistic (KleinGordon) case, $\omega(p)=\left(p^{2}+m^{2}\right)^{\frac{1}{2}}$, where $m$ is the reduced mass of the particle system under consideration.]

We need a method of selecting "efficient" wavepackets: those which always stay far away from the scattering center. Obviously, some measure is needed of how much of the wavepacket is in the neighborhood of the scattering center for all times-a "measure of closeness." We will use

$$
\begin{equation*}
G[R, \psi]=\int_{-\infty}^{\infty} d t \int_{|\mathbf{x}| \leq R} d \mathbf{x}|\psi(\mathbf{x}, t)|^{2} \tag{2.9}
\end{equation*}
$$

as our measure of closeness. Then, $G[R, \psi]$ is the integral over all times of the probability, at the time $t$, that the wavepacket is within a sphere of radius $R$ about the scattering center. We will take the "smallness" of $G[R, \psi]$ to mean that the wavepacket $\psi$ is, at all times, "away" from the scattering center. There are obviously some quantities other than $G$ which might have been considered as a means of selecting "efficient" wavepackets. However, this particular measure is rather reasonable and convenient for actual computation with specific wavepackets. Also, for the particular wavepackets considered in this
paper, any other reasonable choice would give the same results.

A relation between $G$ and $\|T \psi\|^{2}$ can be seen by considering a theorem proved by Cook. ${ }^{8}$ If, in a potential theory, $V$ is the potential and $H$ the total Hamiltonian, both of these being represented as operators on the Hilbert space of states, and $\psi(t)=$ $e^{-i t(H-V)} \psi$, Cook shows that

$$
\|T \psi\|^{2}=\left\|\int_{-\infty}^{\infty} d t e^{i t H} V \psi(t)\right\|^{2} \leq\left(\int_{-\infty}^{\infty} d t\|V \psi(t)\|\right)^{2}
$$

The size of $\|T \psi\|^{2}$ depends on both the choice of a sequence of wavepackets and on the rate of decrease of the interaction. In particular, if the interaction decreases very slowly with distance, then we would not expect $\|T \psi\|^{2}$ to be very "small," regardless of the choice of sequence of wavepackets. In order, therefore, to see the dependence of $\|T \psi\|^{2}$ on the wavepacket, we choose

$$
\begin{aligned}
V(r) & =C, \quad r<R \\
& =0, \quad r>R
\end{aligned}
$$

For this potential,

$$
\int_{-\infty}^{\infty} d t\|V \psi(t)\|^{2}=C^{2} G[R, \psi]
$$

Although this is not quite the same as the expression appearing in Cook's theorem, we can see that if $G$ is not "small," then $\|T \psi\|^{2}$ is not likely to be "small" either.

Using Eqs. (2.7) and (2.8), we have

$$
\begin{align*}
G\left[R, \psi^{s}\right]= & (2 \pi)^{-2} \int d \mathbf{p}^{\prime} \int d \mathbf{p} \psi^{*^{s}}\left(\mathbf{p}^{\prime}\right) \psi^{s}(\mathbf{p}) \delta\left(\omega-\omega^{\prime}\right) \\
& \times \int_{|\mathbf{x}| \leq R} d \mathbf{x} \mathbf{e}^{i \mathbf{x} \cdot\left(\mathbf{p}-\mathbf{p}^{\prime}\right)} \\
= & 4 \sum_{l=0}^{\infty} \int_{0}^{\infty} d p p^{4} \frac{d p}{d \omega} f_{l}^{s}(p) \int_{0}^{R} d x x^{2} j_{l}^{2}(x p), \tag{2.10}
\end{align*}
$$

where $\omega(p)$ is the energy corresponding to momentum $p$, and $j_{l}(x p)$ is the spherical Bessel function of order $l$. [We note that $\omega(p) \geq m$, which implies that the relativistic version of $G$ is always larger than the nonrelativistic version.] It is convenient to take the last expression in Eq. (2.10) as the definition of $G\left[R, \psi^{s}\right]$. We then find (see Appendix B) that

$$
G[R, \psi]<2 \pi R\left(1+4 m^{2} R^{2}\right)^{\frac{1}{2}}\|\psi\|^{2}
$$

hence $G[R, \psi]$ is certainly well defined for all squareintegrable wavefunctions $\psi$. These questions will be

[^64]discussed further in Appendix B. We see that $G[R, \psi]$ is a monotonically increasing function of $R$. Also, we note that it is a sum over $l$ of terms each of which is positive, so that it can decrease no faster in $s$ than any of its terms. We denote these terms by $G_{l}\left[R, \psi^{s}\right]$.

Omnes ${ }^{3}$ considers Gaussian wavepackets of the form

$$
\begin{equation*}
\psi^{s}(\mathbf{p})=\left(b^{2} / \pi\right)^{\frac{3}{4}} \exp \left[-b^{2}(\mathbf{p}-\mathbf{k})^{2} / 2\right] \exp (-i \mathbf{s} \cdot \mathbf{p}), \tag{2.11}
\end{equation*}
$$

where $\mathbf{s} \cdot \mathbf{k}=0$. He shows that, in potential theory, $P(s)$ decreases exponentially with $s$ [for a potential $V(r)$ which is everywhere finite, and $|V(r)| e^{\mu r}<C$, $C=$ const $]$ provided that the width $b$ increases with $s$ so that

$$
\begin{equation*}
b^{2} k=s \tag{2.12}
\end{equation*}
$$

If, instead, $b$ is independent of $s$, the spreading of the wavepacket causes it to have nonnegligible overlap with the scattering center at very large times, even though it had been displaced a very great distance away from the scattering center at time $t=0$, as can be seen from Eq. (2.8) of Omnes. ${ }^{3}$

The measure $G[R, \psi]$ should give similar results. By some simple inequalities, we find that

$$
\begin{aligned}
G\left[R, \psi^{s}\right] \geq G_{0}\left[R, \psi^{5}\right]> & C_{1} m b^{3} R^{3} d^{-4} \\
& \times \exp \left(-b^{2} k^{2}\right)+O\left(R^{5} / d^{6}\right)
\end{aligned}
$$

for sufficiently large values of $d / R$, where $C_{1}$ is a numerical constant, and $d^{2}=s^{2}-b^{4} k^{2}$. However, by insisting that the width increase with $s$ according to Eq. (2.12), we find that

$$
G\left[R, \psi^{s}\right] \leq C_{2} m R^{3} b^{-1} \exp \left[-s k(1-R / s)^{2}\right],
$$

for $s>R$, which agrees well with Omnes' results. It is therefore necessary to use this family of wavepackets, a different one for each impact parameter, in order to keep "small" the probability that the wavepacket will be near the scattering center at infinite time.

Another interesting family of wavepackets is

$$
\begin{align*}
\psi_{2}^{s}(\mathbf{x}) & =B p^{-\frac{1}{2}} \exp \left(b^{2} \mathbf{p} \cdot \mathbf{k}-i \mathbf{p} \cdot \mathbf{s}\right), & & p<k, \\
& =0, & & p>k, \tag{2.13}
\end{align*}
$$

where $B=(2 \pi)^{-\frac{1}{2}}(x / k)(\sinh x)^{-1}, x=(b k)^{2}, \mathbf{k} \cdot \mathbf{s}=$ 0 , and $\psi_{2}^{s}(\mathbf{p})$ has been displaced by an amount $\mathbf{s}$ from $\psi_{2}^{0}(\mathbf{p})$. We note that in $\mathbf{x}$ space this wavepacket is extremely broad- $\left\langle\mathbf{x}^{2}\right\rangle_{\mathrm{av}}=\infty$-although $\langle\mathbf{p}\rangle_{\mathrm{av}}$ and $\left\langle\mathbf{p}^{2}\right\rangle_{\text {av }}$ are well defined. We then find that, for large values of $d / R, d^{2}=s^{2}-b^{4} k^{2}$,

$$
G\left[R, \psi_{2}^{s}\right] \geq G_{0}\left[R, \psi_{2}^{s}\right] \geq\left(\frac{4}{3}\right) m R^{3} b^{4} k^{2} d^{-3} \sinh ^{-2} x .
$$

[See Eqs. (2.7), (2.10), and (2.13).] Again we choose $b^{2} k=s$ and then find that $G\left[R, \psi_{2}^{s}\right]=O\left(e^{-2 s(k-\delta)}\right)$, $\delta>0$, as $s$ (and $b$ ) tend to infinity, for fixed $k$.

## 3. SOME RESULTS FOR SPECIFIC WAVEPACKETS

We now develop the basic results for the families of Gaussian wavepackets given by Eq. (2.11), with the extra condition $b^{2} k=s$. Particular cases of these results have previously been given by Omnes, ${ }^{3}$ and Kugler and Roskies. ${ }^{4}$ Our basic assumption at this point is the exponential decrease of $P(s)$. Using Eqs. (2.6) and (2.11), we have ${ }^{9}$

$$
\begin{align*}
P(s)=16 \pi(s / \pi k)^{\frac{3}{2}} e^{-s k} & \sum_{t=0}^{\infty}[(2 l+1)!]^{-1} \\
& \times \int_{0}^{\infty} d p p^{2} A_{i}(p)(2 s p)^{2 l} e^{-s p^{2} / k} \tag{3.1}
\end{align*}
$$

In studying the consequences of this assumption, we work with what is essentially the Laplace transform of $P(s)$, namely ${ }^{10}$

$$
\begin{align*}
\tilde{P}(w) & =\int_{0}^{\infty} d s e^{-w s}\left(\pi k^{3} / 16 s\right)^{\frac{1}{2}} P(s) \\
& =\sum_{l=0}^{\infty} \int_{0}^{\infty} d p A_{l}(p) h_{l}(w, p), \tag{3.2}
\end{align*}
$$

where

$$
\begin{equation*}
h_{l}(w, p)=\left[2 p k /\left(p^{2}+k^{2}+k w\right)\right]^{2 l+2} . \tag{3.3}
\end{equation*}
$$

The assumption that $P(s)=\bar{O}\left(e^{-a s}\right)$ implies ${ }^{11}$ that $\widetilde{P}(w)$ is an analytic function of $w$ in the half-plane $\operatorname{Re}(w)>$ $-a$. On physical grounds, we assume further that there is at least one $l$, say $l_{0}$, such that for all $p_{0}>0$

$$
\begin{equation*}
\int_{0}^{p_{0}} d p A_{l_{0}}(p)>0 \tag{3.4}
\end{equation*}
$$

We now investigate the behavior of $\widetilde{P}(w)$ as a function of the complex variable $w$, for a fixed $k>0$. Under the conditions on $A_{l}(p)$ [given by Eqs. (2.5) and (3.4)], there exists a nonnegative number $a$ such that the series in Eq. (3.2), defining $\widetilde{P}(w)$, converges to an analytic function of $w$ whenever $\operatorname{Re}(w)>-a$, and such that $\widetilde{P}(w)$ is singular at $w=-a$. We relegate this proof to Appendix C since the details are totally mathematical. It is shown there that if we define

$$
\begin{equation*}
K_{\epsilon}^{2}(p) \equiv \limsup _{l \rightarrow \infty}\left(\int_{p-\epsilon}^{p+\epsilon} d x A_{l}(x)\right)^{1 / l} \tag{3.5}
\end{equation*}
$$

[^65]and
\[

$$
\begin{equation*}
K(p) \equiv \lim _{\epsilon \rightarrow 0}\left[K_{\epsilon}(p)\right] \tag{3.6}
\end{equation*}
$$

\]

then

$$
\begin{equation*}
0 \leq a=-\sup _{0 \leq \boldsymbol{p} \leq \infty}\left[2 p K(p)-\left(p^{2}+k^{2}\right) / k\right] \leq k . \tag{3.7}
\end{equation*}
$$

Therefore $2 p K(p)-\left(p^{2}+k^{2}\right) / k \leq-a$, for every $p \geq 0$ and $k \geq a$. However, since $K(p)$ is certainly independent of $k$, we see that

$$
K(p) \leq \inf _{k \geq a}\left[\left(p^{2}+k^{2}\right) / 2 p k-a / 2 p\right] .
$$

By calculating this infimum, we find the useful condition

$$
\begin{align*}
K(p) \leq \gamma(p) & =1-a / 2 p, & & p \geq a, \\
& =p / 2 a, & & p \leq a, \tag{3.8}
\end{align*}
$$

which is the necessary condition that the total transition probability be such that

$$
\begin{equation*}
P(s)=\bar{O}\left(e^{-a s}\right), \tag{3.9}
\end{equation*}
$$

for all $k \geq a>0$, where $a$ is a number intended to characterize the exponential range of the forces.

However, the converse is also true. In order to see this, we use Eqs. (3.1), (3.2), and the standard inversion formula for the Laplace transform to obtain

$$
\begin{aligned}
& \left(\pi k^{3} / 16 s\right)^{\frac{1}{2}} P(s) \\
& =4 s e^{-s k} \int_{0}^{\infty} d p p^{2} A_{0}(p) e^{-s p^{2} / k} \\
& \quad+(2 \pi i)^{-1} \int_{c-i \infty}^{c+i \infty} d w e^{s w} \sum_{l=1}^{\infty} \int_{0}^{\infty} d p A_{l}(p) h_{l}(w, p)
\end{aligned}
$$

which is valid for any $c>-a$. In Appendix $C$ it is then shown that

$$
\begin{aligned}
& P(s) \leq 4 e^{-s k}+\left(16 s / \pi k^{3}\right)^{\frac{1}{2}} \\
& \times\left[\frac{1}{2}(17 k+c) \tilde{P}(c)+8 k^{2} / 3\right] e^{c s},
\end{aligned}
$$

for every $c>-a \geq-k$. We therefore conclude that the condition (3.8) on $K(p)$ is in fact a necessary and sufficient condition for Eq. (3.9) to hold.

Consider now the integral of $A(p, z)$, given by Eq. (2.4), over a small interval $[p-\epsilon, p+\epsilon]$ of the nonnegative real axis, i.e.,
$\int_{p \rightarrow \epsilon}^{p+\epsilon} d x A(x, z)=\pi^{-1} \sum_{l=0}^{\infty}(2 l+1) P_{l}(z) \int_{p-\epsilon}^{p+\epsilon} d x x^{-2} A_{l}(x)$.
By standard theorems on series of Legendre polynomials, ${ }^{12}$ the series converges to an analytic function of $z$ when $z$ is in the interior of an ellipse with foci at

[^66]$z= \pm 1$, and semimajor axis
$$
z_{1}(p, \epsilon)=\frac{1}{2}\left\{\left[K_{\epsilon}(p)\right]^{-2}+\left[K_{\epsilon}(p)\right]^{2}\right\} .
$$

Let

$$
z_{1}(p) \equiv \frac{1}{2}\left[K^{-2}(p)+K^{2}(p)\right] \geq \frac{1}{2}\left[\gamma^{-2}(p)+\gamma^{2}(p)\right]
$$

where the last inequality holds since $K(p) \leq 1$. Therefore, ${ }^{13}$ for sufficiently small $\epsilon>0$,

$$
z_{1}(p, \epsilon) \geq\left[\gamma^{-2}(p)+\gamma^{2}(p)\right] .
$$

So Eq. (3.8) gives a lower bound on the semimajor axis of the ellipse of analyticity which depends on the momentum $p$, and the "range of the interaction," as specified by the quantity $a$.
lt is customary to consider, rather than the quantity $A(p, z)$, the quantity

$$
\begin{equation*}
\mathcal{A}(p, t)=A[p, z(p, t)], \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
z=z(p, t)=1+t / 2 p^{2}, \text { or } t=2 p^{2}(z-1) \tag{3.12}
\end{equation*}
$$

The variable $t$ is the momentum transfer and has the real interval $\left[-4 p^{2}, 0\right]$ as its physical region. ${ }^{14}$ Let us set $t_{1}(p, \epsilon)=t\left[p, z_{1}(p, \epsilon)\right]$ and $\dot{t}_{1}(p)=\left\{p\left[\gamma^{-1}(p)-\right.\right.$ $\gamma(p)]\}^{2}$. It then follows from Eqs. (3.8) and (3.10) that, for sufficiently small $\epsilon>0$,

$$
\begin{align*}
t_{1}(p, \epsilon) \geq i_{1}(p) & =a^{2}[(4 p-a) /(4 p-2 a)]^{2}, & & p \geq a, \\
& =4 a^{2}[1-(p / 2 a) 2]^{2}, & & p \leq a . \tag{3.13}
\end{align*}
$$

One sees that $i_{1}(p)$ is a monotonically decreasing function of $p$ such that $i_{1}(0)=4 a^{2}$ and

$$
\lim _{p \rightarrow \infty} \tilde{i}_{1}(p)=a^{2}
$$

[The curve $t_{1}(p)$ is plotted, for $a=\frac{3}{4}(\sqrt{ } 3) \mu$, in Fig. 1.]
Summarizing, we find that the total transition probability $P(s)$ decreases exponentially like $\bar{O}\left(e^{-a s}\right)$ if and only if, for every $p$ and $\epsilon$ such that $p \geq 0$, $\epsilon>0$, and $p-\epsilon \geq 0, \int_{p-\epsilon}^{p+\epsilon} d x, \mathcal{H}(x, t)$ is an analytic function of $t$, analytic in an ellipse with foci at $-4 p^{2}$

[^67]

Fig. 1. A comparison of our results with similar results derived by others: the rightmost points of the ellipses of analyticity of $\mathcal{A}(p, t)$.
and 0 , the size of which depends upon $p$ and $\epsilon$. This ellipse has a semimajor axis which is larger than $a^{2}$, for all $p \geq 0$, and so is always considerably larger than the physical region.

The quantity which has been shown to be analytic is $\int_{p-\epsilon}^{p+\epsilon} d x \mathcal{A}(x, t)$ and not $\mathcal{A}(p, t)$ itself. This is all the information contained in our assumption about the transition probability. We may then look at $\mathcal{A}(p, t)$ as a distribution. For instance, let $\mathfrak{D}$ be the space of all $C^{\infty}$-testing functions of compact support defined over $[0, \infty)$ in the variable $p$. Then, instead of the requirement that, for every $p \geq 0$ and for every $\epsilon>0, \int_{p-\epsilon}^{p+\epsilon} d x \mathcal{t}(x, t)$ be an analytic function of $t$ in the given ellipse, we could instead require that, for every $f(p)$ in $\mathfrak{D}, \int_{0}^{\infty} d p f(p) \mathcal{A}(p, t)$ be an analytic function of $t$ in some ellipse determined by the support of $f(p){ }^{15}$ This fact has already been pointed out by Kugler and Roskies, ${ }^{4}$ and MacDowell, Roskies, and Schroer, ${ }^{5}$ but is worth repeating here.

We would also like to show that the above arguments are not solely dependent upon the nature of the Gaussian wavepackets for their validity. In particular, let us consider the family of wavepackets $\psi_{2}^{s}(\mathbf{p})$ given by Eq. (2.13). For that wavepacket ${ }^{9}$ with the change of width characterized by $b^{2} k=s$,

$$
\begin{align*}
f_{l}^{s}(p) & =\frac{2}{p} \frac{(2 s p)^{2 l}}{(2 l+1)!}\left(\frac{s}{\sinh s k}\right)^{2}, & & p<k, \\
& =0, & & p>k . \tag{3.14}
\end{align*}
$$

From Eq. (2.6), using the Laplace transform, we have

$$
\begin{equation*}
\tilde{P}^{\prime}(w)=\int_{0}^{\infty} d s e^{-w s} P(s)=4 \sum_{l=0}^{\infty} \int_{0}^{k} d p A_{l}(p) g_{l}(w, p), \tag{3.15}
\end{equation*}
$$

${ }^{15}$ The actual ellipse can be determined by the method explained in Ref. 13.
where

$$
\begin{align*}
g_{l}(w, p) & =\frac{(2 p)^{2 l+1}}{(2 l+1)!} \int_{0}^{\infty} d s e^{-w s} s^{2 l+2}(\sinh s k)^{-2} \\
& =8(l+1)(2 p)^{2 l+1} \sum_{m=1}^{\infty} m(w+2 m k)^{-2 l-3} \tag{3.16}
\end{align*}
$$

The study of the function $\tilde{P}^{\prime}(w)$ in this case can be carried out in complete analogy with the case of the Gaussian wavepackets. The half-plane of analyticity is again determined by the convergence of the series defining $\tilde{P}^{\prime}(w)$ for real $w$. From Eq. (3.16), we find that

$$
\lim _{l \rightarrow \infty}\left[g_{l}(w, p)\right]^{1 / l}=[2 p /(w+2 k)]^{2}
$$

In analogy with Eq. (3.8), we find the condition

$$
\begin{equation*}
K(p) \leq 1-a / 2 p, \quad p \geq a \tag{3.17}
\end{equation*}
$$

[We obtain no information about the size of $K(p)$ for values of $p<a$.] The condition (3.17), which we note is exactly the same as condition (3.8) (in the range of validity) derived on the basis of Gaussian wavepackets, would then again give us an ellipse of analyticity for $\int_{p-\epsilon}^{p+\epsilon} d x \mathcal{A}(x, t)$.

## 4. A COMPARISON WITH POTENTIAL THEORY

Suppose that the interaction which we have been studying is such that for large distances it is $O\left(e^{-\mu r}\right)$. An obvious question which then arises is the relation between the number $a$, in the assumption $P(s)=$ $\bar{O}\left(e^{-a s}\right)$, and the quantity $\mu$. It has also been explicitly assumed in Sec. 3 that $a$ is independent of $k$, the mean momentum of the wavepacket. It is not clear that this assumption is actually possible. In fact, we have already found that in the case of the Gaussian packets, we had to restrict $k \geq a$ in order to maintain this independence.

In order to study this problem more fully, let us consider it in potential theory. We assume the Yukawa potential,

$$
\begin{equation*}
V(r)=C e^{-\mu \tau} / r \tag{4.1}
\end{equation*}
$$

From some results of Carter, it follows that the first singularity in $t$ of $\mathcal{A}(p, t)$ will be the same as in the first Born approximation to the $T$ matrix ${ }^{16}$ (see Appendix A for the details),

$$
\begin{equation*}
T^{B}(p, z)=-\left.(2 \pi)^{-2}(m / p) \int d \mathbf{r}^{i \mathbf{r} \cdot(p-q)}\right|_{p=q} \tag{4.2}
\end{equation*}
$$

Then, for our potential we have

$$
\begin{gather*}
\begin{array}{c}
{ }_{y} T^{\prime B}(p, z)=-\left(m C / 2 \pi p^{3}\right)\left(1+\mu^{2} / 2 p^{2}-z\right)^{-1} \\
\text { and }^{16} \\
\quad{ }_{y} A_{l}^{B}(p)=\left[(m C / p) Q_{l}\left(1+\mu^{2} / 2 p^{2}\right)\right]^{2},
\end{array} \tag{4.3}
\end{gather*}
$$

[^68]where $Q_{l}(v)$ is the Legendre function of the second kind. [We use ${ }_{\nu} T^{\prime}$ to indicate $T^{\prime}$ for the specific potential $V(r)$ given by Eq. (4.1).]

We may ask if the analyticity region of the above $T$ matrix is consistent, for some choice of $a$, with the analyticity region derived for a general $A(p, z)$ in Sec. 3. [We note that it is permissible here to use ${ }_{\nu} A(p, z)$ rather than an integral over a small region, since ${ }_{y} A(p, z)$ is itself an analytic function.] From Sec. 3 we recall that ${ }_{\text {}} A(p, z)$ is a function of $z$, analytic in an ellipse with foci at $z= \pm 1$, and semimajor $\operatorname{axis}_{y} z_{1}=\frac{1}{2}\left({ }_{y} K^{2}+{ }_{y} K^{-2}\right)$, where ${ }^{17}$

$$
\begin{align*}
{ }_{v} K(p) & \equiv \limsup _{l \rightarrow \infty}\left[{ }_{y} A_{l}(p)\right]^{\frac{1}{2} l}=\limsup _{l \rightarrow \infty}\left[{ }_{y} A_{l}^{B}(p)\right]^{\frac{1}{l} l} \\
& =\lim _{l \rightarrow \infty}\left[Q_{l}\left(z_{0}\right)\right]^{1 / l}=z_{0}-\left(z_{0}^{2}-1\right)^{\frac{1}{2}}, \tag{4.5}
\end{align*}
$$

with

$$
\begin{equation*}
z_{0}=1+\mu^{2} / 2 p^{2} \tag{4.6}
\end{equation*}
$$

We therefore have that [since all the ${ }_{y} A_{l}(p) \geq 0$ ] the nearest singularity to the physical region is at

$$
z={ }_{y} z_{1}=2 z_{0}^{2}-1=1+2 \mu^{2} / p^{2}+\mu^{4} / 2 p^{4}
$$

The corresponding value of $t$ is

$$
\begin{equation*}
\dot{f}_{1}(p)=2 p^{2}\left({ }_{y} z_{1}-1\right)=\mu^{2}\left(4+\mu^{2} / p^{2}\right) . \tag{4.7}
\end{equation*}
$$

Therefore, the largest ellipse with foci at $t=-4 p^{2}$ and 0 , in which ${ }_{y} \mathcal{A}(p, t)$ is analytic, has rightmost point $\dot{t}_{1}(p)$, given by Eq. (4.7). We may compare this ellipse with the ellipse of analyticity derived in Sec. 3. The idea behind this is that, by a proper choice of the constant $a$, we may obtain an analyticity domain which is most like that of the Yukawa interaction.
If we choose $a=2 \mu$, which was the choice made by Omnes, ${ }^{3}$ we may then compare the two curves obtained-namely, $\boldsymbol{i}_{1}$ from Eq. (4.7) for the Yukawa potential (labeled Yukawa in Fig. 1), and $\bar{i}_{1}$ from Eq. (3.13) for the choice $a=2 \mu, p>\mu$ (labeled Omnes in Fig. 1). We find that they agree only at infinite momentum, while for all finite $p>\mu, \bar{t}_{1}$ (Omnes) $>$ $i_{1}$ (Yukawa). ${ }^{18}$ This would mean that our assumption, which we desire to make for arbitrary short-range interactions, would not be valid for the Yukawa potential. From this we see that the obvious first choice ( $a=2 \mu$ ) is not suitable. In a similar manner, we might determine that there are, in fact, suitable constant choices for $a$. An example is to be seen in Fig. 1 by the curve for $t_{1}(p)$ given by Eq. (3.13) with the choice $a=\frac{3}{4}(\sqrt{ } 3) \mu$, which for no value of $p$ lies above the curve $i_{1}$ (Yukawa). We will show below

[^69]that this choice of $a$ is the maximum constant choice consistent with the restriction $k \geq a$. We will derive this along with more complete statements about the decrease of the transition probability.

We now compute the transition probability for this particular combination of an incoming Gaussian wavepacket, whose shape is changed according to the formula $b^{2} k=s$ and the Yukawa potential given by Eq. (4.1). From the analysis in Sec. 3 [see, in particular, Eq. (3.7) and the following material], we have that ${ }_{3} \tilde{P}(w)$ is analytic for every value of $w$ such that, for all $p \geq 0$,

$$
\left|w+k+p^{2}\right| k \mid>2 p_{y} K(p)
$$

where ${ }_{y} K(p)$ is given by Eq. (4.5). Therefore, if we designate $w_{0}(k)$ as the (real) location of the rightmost singularity of ${ }_{y} \tilde{P}(w)$, and set
$q=p / \mu, \quad u=k / \mu, \quad$ and $\quad w_{0}(k)=-\mu v_{0}(u)$,
we have that

$$
\begin{equation*}
v_{0}(u)=\inf _{0 \leq u \leq \infty} v(q, u) \tag{4.9}
\end{equation*}
$$

with

$$
\begin{equation*}
v(q, u)=(q-u)^{2} / u+\left[\left(1+4 q^{2}\right)^{\frac{1}{2}}-1\right] / q . \tag{4.10}
\end{equation*}
$$

We find that $v_{0}(u)$ is a monotonically increasing continuous function of $u$ such that

$$
v_{0}(0)=0, \lim _{u \rightarrow \infty}\left[v_{0}(u)\right]=2
$$

Moreover, for $u \leq \frac{3}{4} \sqrt{3}, v_{0}(u)=u$. The graph of $v_{0}=v_{0}(u)$ is given in Fig. 2 (labeled Gaussian). (The calculation was done numerically.) Since ${ }_{\nu} P(s)=$ $\bar{O}\left(e^{-\mu s v_{0}(k / \mu)}\right)$ for large $s$, it follows that for extremely large values of $k / \mu$ the decrease of ${ }_{y} P(s)$ is given approximately by $\delta\left(e^{-2 \mu s}\right)$. Since $v_{0}(u)$ is monotonically increasing, it follows that any choice of $a<2 \mu$ would be suitable, provided that the incoming wavepackets are restricted to large enough values of their mean momentum $k$. So long as $a \leq \frac{3}{4}(\sqrt{ } 3) \mu$, it is sufficient to restrict $k \geq a$.

Instead of using the Gaussian wavepackets, we could have used the family of wavepackets $\psi_{2}^{s}(\mathrm{p})$ given by Eq. (2.13). From Eq. (3.17) we find that for the Yukawa potential and these wavepackets,

$$
{ }_{y} P_{2}(s)=\bar{O}\left(e^{-2 k s\left[1-{ }_{y} K(k)\right]}\right)
$$

Of interest then is the coefficient of decrease [the type of $\left.{ }_{y} P_{2}(s)\right]$ which, measured in units of $\mu$, is $2(k / \mu) \times$ [ $1-{ }_{y} K(k)$ ]. With $u=k / \mu$, we find that this is a monotonically increasing function of $u$ which vanishes at $u=0$ and has limit value 2 as $u$ goes to infinity. In Fig. 2 this function (labeled $\phi_{2}$ ) is compared with the function $v_{0}(u)$ for the Gaussian wavepackets


FIG. 2. A comparison of the types of the exponential decrease of various transition probabilities.
(labeled Gaussian). We see that they are extremely similar although for small $u$, the function obtained from the wavepackets $\psi_{2}^{s}(\mathbf{p})$ rises more steeply. The point to be gathered from this example is that the particular type of the decrease of $P(s)$ depends upon the wavepacket for its detail, but the basic features would appear to be somewhat the same for all. Also on Fig. 2 are plotted the functions $v_{0}(u)$-the type of the decrease in units of $\mu$-which were assumed by Omnes, ${ }^{3}$ and by Kugler and Roskies. ${ }^{4}$ We see, in particular, that the decrease assumed by Kugler and Roskies is consistent with the actual mode of decrease for the transition probability obtained from the Yukawa potential, although it is noticeably smaller for all finite values of $k / \mu$.

It should be obvious that a choice of $a$ as a constant, independent of $k$, somehow misses some of the essential points involved. Moreover, any such choice of $a$ does not pick out the maximum ellipse of analyticity for $\mathcal{A}(p, t)$. Another approach would be to take some $k$-dependent choice of $a$. However, there do not seem to be any very natural ones. It is in fact worth noting that an assumption that $P(s)=\bar{O}\left(e^{s w_{0}(k)}\right)$ does not imply the analyticity of $\int_{p-\epsilon}^{p+\epsilon} d x \mathcal{H}(x, t)$ in the entire region characteristic of the Yukawa interaction. Specifically, let us assume (in the discussion of Sec. 3) that $a=-w_{0}(k)$ for Gaussian wavepackets of mean
momentum $k$. We then apply our formalism and determine the required region of analyticity. From Eq. (3.7) we have

$$
\begin{equation*}
2 K(p) \leq p / k+k / p+w_{0}(k) / p, \quad \text { for all } p \tag{4.11}
\end{equation*}
$$

Since $K(p)$ is independent of $k$, we may write

$$
\begin{aligned}
2 K(p) \leq & \inf _{0 \leq u \leq \infty}\left(\frac{q}{u}+\frac{u}{q}-\frac{1}{q}\right. \\
& \left.\cdot \inf _{0 \leq y \leq \infty}\left[\frac{y^{2}}{u}+u-2 y_{y} K(\mu y)\right]\right)
\end{aligned}
$$

where we have used Eqs. (4.8) and (4.10). This implies

$$
\begin{equation*}
2\left[K(p)-{ }_{y} K(p)\right] \leq \frac{1}{q} \inf _{0 \leq u \leq \infty}\left[v(q, u)-\inf _{0 \leq y \leq \infty} v(y, u)\right] \tag{4.12}
\end{equation*}
$$

Since for every value of $u, v(q, u) \geq \inf v(y, u)$, $0<y \leq \infty$, we see that the right-hand side of Eq. (4.12) is nonnegative for every value of $q$. It can in fact be zero if and only if the infimum in $y$ is taken on at a value $y_{0}(u)=q$, for a fixed value of $q$. From the properties of $v(q, u)$, we easily see that $y_{0}(u)$ is monotonically decreasing, taking on the value $\frac{1}{2} \sqrt{3}$ at $u=\frac{3}{4} \sqrt{3}$, and $y_{0}(u)=0$ for $u<\frac{3}{4} \sqrt{3}$. Therefore the open interval $\left(0, \frac{1}{2} \sqrt{3}\right)$ is not included in the range of $y_{0}(u)$.

Then, for those values of $q$, we have that $y_{0}(u)=0$ and, therefore,

$$
2 K(p) \leq \frac{1}{q} \inf _{0 \leq u \leq \infty}\left(\frac{q^{2}}{u}\right), \quad u \leq \frac{3}{4} \sqrt{3}, \quad 0<q<\frac{1}{2} \sqrt{3}
$$

while for $q \geq \frac{1}{2} \sqrt{3}$ we find that $2\left[K(p)-{ }_{y} K(p)\right] \leq 0$. Therefore we conclude that

$$
\begin{align*}
K(p) & \leq{ }_{y} K(p), & & p \geq \frac{1}{2}(\sqrt{3}) \mu \\
& \leq\left(\frac{2 \sqrt{3}}{9}\right) \frac{p}{\mu}, & & p \leq \frac{1}{2}(\sqrt{3}) \mu \tag{4.13}
\end{align*}
$$

Inserting this into the equations for the minimum semimajor axis of the ellipse of analyticity of $\mathcal{A}(p, t)$ in the variable $t$, one obtains

$$
\begin{align*}
t_{1}(p, \epsilon) & \geq \mu^{2}\left(4+\mu^{2} / p^{2}\right), & & p \geq \frac{1}{2}(\sqrt{ } 3) \mu \\
& \geq \frac{27}{4} \mu^{2}\left(1-4 p^{2} / 27 \mu^{2}\right)^{2}, & & p \leq \frac{1}{2}(\sqrt{ } 3) \mu \tag{4.14}
\end{align*}
$$

for sufficiently small $\epsilon>0$.
We find that the entire region of analyticity for the amplitude corresponding to the Yukawa potential is recovered only for $p \geq \frac{1}{2}(\sqrt{ } 3) \mu$. For smaller values of $p$, a smaller region of analyticity is obtained-the region which would be obtained (for those values of $p$ ) if we assume a constant decrease of the transition probability of value $a=\frac{3}{4}(\sqrt{3}) \mu$ [see Eq. (3.13)]. Obviously, then, by this method of attack we will never be able to derive the entire region of analyticity characteristic of the Yukawa interaction.

In a forthcoming paper we indicate another possible approach to the entire question of what kind of decrease assumptions one should make concerning the total transition probability. We show that under those assumptions it is possible to make a choice of a parameter which recovers the entire ellipse of analyticity characteristic of the Yukawa potential, although that choice is still not particularly natural. For quite simple choices, however, regions approximating the Yukawa region may be obtained.

## 5. CONCLUSION

It was our desire to construct a possible characterization of "short-range" interactions by means of conditions on the total transition probability. We first showed that there exist certain sequences of wavepackets which stay more and more away from the scattering center such that the integral over all times of the probability, at the time $t$, that the wavepacket is within a sphere of radius $R$ about the scattering center, decreases exponentially. We then assumed that, for such wavepackets, the corresponding sequence of total transition probabilities should be of
exponential decrease. This assumption enabled us to show that $\mathcal{A}(p, t)$ [considered as a distribution in $p$ ] is analytic in $t$ in a certain ellipse which contains the physical region.

In Fig. 1, a comparison of the results which we have obtained is plotted. The curves are the locations of the rightmost point $\left[f_{1}(p) / \mu^{2}\right]$ of the ellipse of analyticity of $\mathcal{A}(p, t)$ [considered as a function of $t$ for fixed $p]$ as a function of $p / \mu$. We compare $t_{1}(p)$ of the type derived using the Gaussian wavepackets [for the choice $a=\frac{3}{4}(\sqrt{3}) \mu$ ] and the similar function $\bar{t}_{1}(p)$ for the Yukawa interaction, with the similar results obtained by Omnes, and by Kugler and Roskies.

The above results suffer from the fact that they depend on the type of wavepackets used and on the existence of sufficiently "nice" sequences of wavepackets. In a subsequent paper we indicate some steps which may be taken to remove these difficulties.
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## APPENDIX A: A REGION OF ANALYTICITY FOR SCATTERING AMPLITUDES DERIVABLE FROM A POTENTIAL

We will show the relation between the order of exponential decrease of a given potential $V(r)$ and a region of analyticity of the corresponding elastic scattering amplitude. Let $V(r)$ be a function of $r$ such that the (3-dimensional) Fourier transform exists,

$$
\begin{align*}
\tilde{V}(s) & \equiv(2 \pi)^{-\frac{3}{2}} \int d \mathbf{r} e^{-i \mathbf{s} \cdot \mathbf{r}} V(r) \\
& =(2 \pi)^{-\frac{1}{2}} 2 / s \int_{0}^{\infty} d r r \sin (r s) V(r) . \tag{A1}
\end{align*}
$$

We note that the Born approximation to the elastic scattering amplitude is given by (with respect to our normalizations)

$$
\begin{equation*}
T^{B}(p, z)=-\left.(2 \pi)^{-\frac{1}{2}}(m / p) \tilde{V}(\mathbf{p}-\mathbf{q})\right|_{p=q} \tag{A2}
\end{equation*}
$$

For fixed nonnegative values of $p$, we will consider $T^{\prime}(p, z)$ as a function of $z$. It follows from some results of Carter ${ }^{19}$ that the maximum ellipse of analyticity with foci at $z= \pm 1$ is the same as the corresponding ellipse for the Born approximation term,

[^70]$T^{B}(p, z)$. We therefore examine the expression (A2) to determine the location of the singularity of $T^{\prime}(p, z)$ which is nearest to the physical region.
From Eq. (A1), since $\widetilde{V}(s)$ is an even function of the magnitude of $s$ only, we have that
\[

$$
\begin{equation*}
\tilde{V}(s)=(2 \pi)^{-\frac{1}{2}} i / s \int_{-\infty}^{+\infty} d r r e^{-i r s} V(|r|) . \tag{A3}
\end{equation*}
$$

\]

We may then use standard knowledge about 1dimensional Fourier transforms. Let $V(r)$ be of order $b$. If $b>1$, then $\tilde{V}(s)$ is an entire function of $s$, while if $b<1$, then $\tilde{V}(s)$ is not extensible to an analytic function of $s$. If $b=1, \tilde{V}(s)$ is an analytic function of $s$ within a strip around the real axis of width $2 \mu$, where $V(r)$ is of type $\mu>0$. [If $V(r)$ is of order 1 but type 0 , then $\tilde{V}(s)$ again is not extensible to an analytic function of $s$.]

To consider $T^{\prime B}(p, z)$, we take $\mathbf{s}=\mathbf{p}-\mathbf{q}$ with $p=q$, in Eq. (A2)-this implies $s^{2}=2 p^{2}(1-z)$. A singularity in $s$ therefore implies $a$ singularity in $z$, for fixed real $p$. If $b>1$ we see that $T^{\prime}(p, z)$ is an entire function of $z$ [since $\tilde{V}(s)$ is even], while if $b<1$, we will not have an analytic function of 2 . In the case $b=1$, for type $\mu>0$, we have a region of analyticity described by $\left|\operatorname{Im}\left[2 p^{2}(1-z)\right]^{\frac{1}{2}}\right|<\mu$. For real $p$, this is the interior of a parabola in the $z$ plane, with vertex at the point $z=1+\mu^{2} / 2 p^{2}$, focus at $z=1$, and symmetric with respect to the real axis. The largest ellipse which will fit in this region has semimajor axis $1+\mu^{2} / 2 p^{2}$. If there exists $r_{0}$ such that, for all $r>r_{0}, V(r)$ is of fixed sign, then the singularity in $s$ will be on the imaginary axis ${ }^{11}$ and, therefore, the singularity in $z$ will be on the real axis; and the above ellipse will be the largest ellipse of analyticity, with foci at $z= \pm 1$. From the theorems on Legendre series already discussed, we then have (for the case $b=1, \mu>0$ )

$$
\begin{aligned}
\limsup _{t \rightarrow \infty}\left|T_{l}(p)\right|^{1 / l} & \leq{ }_{y} K(p) \\
& =1+\mu^{2} / p^{2}-\left[\left(1+\mu^{2} / 2 p^{2}\right)^{2}-1\right]^{\frac{1}{2}}
\end{aligned}
$$

## APPENDIX B: THE EXISTENCE OF $G[R, \varphi]$

It is convenient to define our measure of closeness $G[R, \psi]$ in terms of the last expression in Eq. (2.10), namely

$$
\begin{equation*}
G[R, \psi]=4 \sum_{l=0}^{\infty} \int_{0} d p p^{4} \frac{d p}{d \omega} f_{l}(p) \int_{0}^{R} d x x^{2} j_{l}^{2}(x p), \tag{B1}
\end{equation*}
$$

where $f_{l}(p)$ is given by Eq. (2.7). Therefore,

$$
\begin{equation*}
\|\psi\|^{2}=\sum_{l=0}^{\infty} \int_{0}^{\infty} d p p^{2} f_{l}(p) \tag{B2}
\end{equation*}
$$

for every vector in our Hilbert space of wavefunctions.
We will now show that $G[R, \varphi]$ is bounded by $C\|\psi\|^{2}$ for every fixed value of $R \geq 0$, where $C$ is a constant depending on $R$ and $m$. In order to do this, we will need some elementary bounds on the behavior of the spherical Bessel functions. We consider the function

$$
\begin{equation*}
g_{l}(u, \beta)=\frac{\left(u^{2}+\beta^{2}\right)}{u^{2}} \int_{0}^{u} d x x^{2} j_{l}^{2}(x) . \tag{B3}
\end{equation*}
$$

Since $\left(x^{2}+u^{2}\right)^{-1}$ is a monotonically decreasing function of $x$, it follows that

$$
g_{l}(u, \beta)<2\left(u^{2}+\beta^{2}\right)^{\frac{1}{2}} \int_{0}^{\infty} d x \frac{x^{2}}{x^{2}+u^{2}} j_{l}^{2}(x) .
$$

We use the integral representation ${ }^{20}$ for the spherical Bessel function,

$$
\begin{aligned}
j_{l}^{2}(x) & =\frac{1}{2} \int_{-1}^{+1} d t P_{l}(t) \frac{\sin \left(x[2(1-t)]^{\frac{1}{2}}\right)}{x[2(1-t)]^{\frac{1}{2}}} \\
& =(2 x)^{-1} \int_{0}^{2} d y \sin (x y) P_{l}\left(1-\frac{1}{2} y^{2}\right) .
\end{aligned}
$$

We then have that

$$
\begin{aligned}
g_{l}(u, \beta)< & \left(u^{2}+\beta^{2}\right)^{\frac{1}{2}} \int_{0}^{\infty} d x x\left(x^{2}+u^{2}\right)^{-1} \\
& \times \int_{0}^{2} d y P_{l}\left(1-\frac{1}{2} y^{2}\right) \sin (x y) \\
= & \frac{1}{2} \pi\left(u^{2}+\beta^{2}\right)^{\frac{1}{2}} \int_{0}^{2} d y P_{l}\left(1-\frac{1}{2} y^{2}\right) e^{-u y} \\
\leq & \frac{1}{2} \pi u^{-1}\left(u^{2}+\beta^{2}\right)^{\frac{1}{2}}\left(1-e^{-2 u}\right) \equiv \hat{g}(u, \beta) .
\end{aligned}
$$

Since $1-e^{-2 u}$ is a monotonically increasing function while ( $\left.1-e^{-2 u}\right) / u$ is a monotonically decreasing function, for every $\rho>0$,

$$
\begin{array}{ll}
\hat{g}(u, \beta) \leq 2 \pi\left(\rho^{2}+\beta^{2}\right)^{\frac{1}{2}} / 2, & 0 \leq u \leq \rho, \\
\hat{g}(u, \beta) \leq \frac{1}{2} \pi\left(\rho^{2}+\beta^{2}\right)^{\frac{1}{2}} / \rho, & \rho \leq u .
\end{array}
$$

The best bound is obtained by taking $\rho=\frac{1}{2}$, which implies

$$
\begin{equation*}
g_{\imath}(u, \beta)<\hat{g}(u, \beta) \leq \frac{1}{2} \pi\left(1+4 \beta^{2}\right)^{\frac{1}{2}} . \tag{B4}
\end{equation*}
$$

From Eqs. (B1) and (B3),

$$
\begin{align*}
G[R, \psi] & \leq 4 R \sum_{l=0}^{\infty} \int_{0}^{\infty} d p p^{2} f_{l}(p) g_{l}(R p, R m) \\
& <2 \pi R\left[1+(2 m R)^{2}\right]^{\frac{1}{2}}\|\psi\|^{2} . \tag{B5}
\end{align*}
$$

${ }^{20}$ In Handbook of Mathematical Functions [M. Abramowitz and I. A. Stegun, eds. (National Bureau of Standards, Washington, D.C., 1965), p. 440] it is shown that

$$
\frac{\sin R}{R}=\sum_{l=0}^{\infty}(2 l+1) j_{l}(r) j_{l}(\rho) P_{l}(x)
$$

where $R^{2}=r^{2}+\rho^{2}-2 r \rho x$, from which our representation follows immediately from the orthogonality of the Legendre functions $P_{l}(x)$.

It follows from Eq. (B5) that $G[R, \psi]$ determines a bounded operator $G_{R}$ defined on the entire Hilbert space by

$$
\left(\psi, G_{R} \psi\right)=G[R, \psi]
$$

If we restrict ourselves to a suitable dense set of the Hilbert space such as the set of all continuous functions which decrease faster than any inverse power of $|\mathbf{p}|$ as $|p| \rightarrow \infty$, then we have [from Eq. (2.7)] that

$$
\begin{align*}
& G[R, \psi]= \frac{1}{\pi} \int_{0}^{\infty} d p p^{4} \frac{d p}{d \omega} \int d \Omega^{\prime} \int d \Omega \psi^{*}\left(\mathbf{p}^{\prime}\right) \psi(\mathbf{p}) \\
& \times \int_{0}^{R} d x x^{2} \sum_{l=0}^{\infty}(2 l+1) P_{l}(z) j_{l}^{2}(x p) \\
&= 4 \int d \mathbf{p}^{\prime} \int d \mathbf{p} \frac{d p}{d \omega} \delta\left(p-p^{\prime}\right) \psi^{*}\left(\mathbf{p}^{\prime}\right) \psi(\mathbf{p}) \\
& \times \int_{0}^{R} d x x^{2} \sum_{l=0}^{\infty} \sum_{m=-l}^{+l} Y_{l m}^{*}\left(\hat{p}^{\prime}\right) Y_{l m}(\hat{p}) j_{l}^{2}(x p) \\
&= 4 \int d \mathbf{p}^{\prime} \int d \mathbf{p} \frac{d p}{d \omega} \delta\left(p^{\prime}-p^{\prime}\right) \psi^{*}\left(\mathbf{p}^{\prime}\right) \psi(\mathbf{p}) \\
& \times \int_{0}^{R} d x x^{2} \sum_{l^{\prime}=0}^{\infty} i^{-l^{\prime}} \sum_{m^{\prime}=-l^{\prime}}^{+l^{\prime}} \sum_{l=0}^{\infty} i^{+l} \sum_{m=-l}^{+l} \delta_{l}^{l^{\prime}} \delta_{m}^{m^{\prime}} \\
& \times Y_{l^{\prime} m^{\prime}}^{*}\left(\hat{p}^{\prime}\right) Y_{l m}(\hat{p}) j_{l}\left(x p^{\prime}\right) j_{l}(x p) \\
&= 4 \int_{\mathbf{p}^{\prime}} \int d \mathbf{p} \delta\left(\omega-\omega^{\prime}\right) \psi^{*}\left(\mathbf{p}^{\prime}\right) \psi(\mathbf{p}) \int_{|\mathbf{x}| \leq R} d \mathbf{x} \\
& \times \sum_{l^{\prime}=0}^{i^{-l^{\prime}}} \sum_{m^{\prime}=-l^{\prime}}^{+l^{\prime}} Y_{l^{\prime} m^{\prime}}(\hat{x}) Y_{l^{\prime} m^{\prime}\left(\hat{p}^{\prime}\right) j_{l}\left(x p^{\prime}\right)} \\
& \times \sum_{l=0}^{\infty} i^{+l} \sum_{m=-l}^{+l} Y_{l m}^{*}(\hat{x}) Y_{l m}(\hat{p}) j_{l}(x p) \\
&=(2 \pi)^{-2} \int_{|\mathbf{x}| \leq R} d \mathbf{x} \int d \mathbf{p}^{\prime} \int d \mathbf{p} \delta\left(\omega-\omega^{\prime}\right) \\
& \times \psi^{*}\left(\mathbf{p}^{\prime}\right) \psi(\mathbf{p}) \exp \left[+i \mathbf{x} \cdot\left(\mathbf{p}-\mathbf{p}^{\prime}\right)\right] \\
&=(2 \pi)^{-3} \int_{-\infty}^{+\infty} d t \int_{|\mathbf{x}| \leq R} d \mathbf{x} \int d \mathbf{p}^{\prime} \int d \mathbf{p} \psi^{*}\left(\mathbf{p}^{\prime}\right) \psi(\mathbf{p}) \\
& \times \exp \left[+i \mathbf{x} \cdot\left(\mathbf{p}-\mathbf{p}^{\prime}\right)-i t\left(\omega-\omega^{\prime}\right)\right] \\
&= \int_{-\infty}^{+\infty} d t \int_{|\mathbf{x}| \leq R} d \mathbf{x}|\psi(\mathbf{x}, t)|^{2} .  \tag{B6}\\
&(\mathrm{B} 6)
\end{align*}
$$

We therefore see that our definition of $G[R, \psi]$ agrees with the other notion given by Eq. (2.9) [which is physically more appealing], at least on a dense set in the Hilbert space. Although we do not give the details here, we believe the equality (B6) actually holds for the entire space.

## APPENDIX C: RIGOROUS PROOF OF THE ASSERTIONS ABOUT ANALYTICITY IN SEC. 3

Remembering Eqs. (3.2) and (3.3), let us write $w=u+i v, u>-k, v$ real, and define the integrals

$$
\begin{equation*}
\tilde{P}_{l}\left(w ; p_{1}, p_{2}\right)=\int_{p_{1}}^{p_{2}} d p A_{l}(p) h_{l}(w, p) . \tag{C1}
\end{equation*}
$$

Whenever $u>-k$, these integrals exist for all $l$ and for all $p_{1}, p_{2} \in[0, \infty]$ and define functions of $w$ analytic for $u>-k$. We also define, for $u>-k$,

$$
\begin{equation*}
D\left(u ; p_{1}, p_{2}\right)=\limsup _{t \rightarrow \infty}\left[\tilde{P}_{l}\left(u ; p_{1}, p_{2}\right)\right]^{1 / l} . \tag{C2}
\end{equation*}
$$

Since, for $u>-k$,

$$
h_{l}\left(u_{1}, p\right) \geq\left|h_{l}\left(u_{2}+i v, p\right)\right|, \text { for } u_{2} \geq u_{1}
$$

it follows that

$$
\begin{equation*}
\widetilde{P}_{l}\left(u_{1} ; p_{1}, p_{2}\right) \geq\left|\widetilde{P}_{l}\left(u_{2}+i v ; p_{1}, p_{2}\right)\right| \tag{C3}
\end{equation*}
$$

and, therefore,

$$
\begin{equation*}
D\left(u_{1} ; p_{1}, p_{2}\right) \geq D\left(u_{2} ; p_{1}, p_{2}\right), \text { for all } u_{2} \geq u_{1} . \tag{C4}
\end{equation*}
$$

Also, since

$$
\begin{equation*}
h_{l}(u, p) \leq h_{0}(u, p)[k /(k+u)]^{l}, \tag{C5}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
D\left(u ; p_{1}, p_{2}\right) \leq D(u ; 0, \infty) \leq k(k+u) \tag{C6}
\end{equation*}
$$

From the definition of $D\left(u_{1} ; 0, \infty\right)$, it follows that the series defining $\widetilde{P}\left(u_{1}\right)$ converges for every $u_{1} \geq-k$ such that $D\left(u_{1} ; 0, \infty\right)<1$. Because of the inequality (C6) such a $u_{1}$ certainly exists. Then, from Eq. (C3), we see that the series converges to a function $\widetilde{P}(w)$ analytic in the half-plane $\operatorname{Re}(w)>u_{1}$.

In order to specify more fully the properties of $D(u ; 0, \infty)$, let $u_{2}>u_{1}>-k$ and $p_{0}>2 k$. We then have that

$$
h_{l}\left(u_{2}, p\right) \leq h_{0}\left(u_{2}, p\right)\left(2 k / p_{0}\right)^{2 l}, \quad p \geq p_{0}
$$

and

$$
h_{l}\left(u_{2}, p\right) \leq h_{l}\left(u_{1}, p\right)\left[\frac{p_{0}^{2}+k\left(k+u_{1}\right)}{p_{0}^{2}+k\left(k+u_{2}\right)}\right]^{2 l+2}, \quad p \leq p_{0}
$$

It follows that

$$
\begin{aligned}
& \tilde{P}_{l}\left(u_{2} ; 0, \infty\right) \leq \widetilde{P}_{l}\left(u_{1} ; 0, p_{0}\right)\left[\frac{p_{0}^{2}+k\left(k+u_{1}\right)}{p_{0}^{2}+k\left(k+u_{2}\right)}\right]^{2 l+2} \\
& +\left(\frac{2 k}{p_{0}}\right)^{2 l} \int_{0}^{\infty} d p h_{0}\left(u_{2}, p\right),
\end{aligned}
$$

from which

$$
\begin{align*}
& D\left(u_{2} ; 0, \infty\right) \\
& \quad \leq \sup \left\{\left(\frac{2 k}{p_{0}}\right)^{2} ;\left[\frac{p_{0}^{2}+k\left(k+u_{1}\right)}{p_{0}^{2}+k\left(k+u_{2}\right)}\right]^{2} D\left(u_{1} ; 0, \infty\right)\right\} . \tag{C7}
\end{align*}
$$

Since $p_{0}$ can be selected arbitrarily large, we conclude that $D\left(u_{1} ; 0, \infty\right)>D\left(u_{2} ; 0, \infty\right)$ unless $D\left(u_{1} ; 0, \infty\right)=$ 0 , in which case the two are equal. As a result, we may
now uniquely define the number $a$ as follows:
(1) If $D(u ; 0, \infty) \geq 1$ for some $u>-k$, then $a$ is the unique solution of the equation $D(-a ; 0, \infty)=1$;
(2) If $D(u ; 0, \infty)<1$ for all $u>-k$, then $a=k$. It follows, therefore, that for $u>-a$, the series in Eq. (3.2) converges to a function $\tilde{P}(w)$ analytic in $\operatorname{Re}(w)>-a$.

We must now show that $\widetilde{P}(w)$ is singular at $w=-a$. We first consider the case $a<k$. If $\widetilde{P}(w)$ were analytic at $w=-a$, then $\widetilde{P}(w)$ would be analytic in the disk $|w-1|<1+a+2 \delta$ for some sufficiently small $\delta$, which we select such that $k>a+\delta>a$. We would then have that

$$
\tilde{P}(-a-\delta)=\sum_{n=0}^{\infty}(-1)^{n} \frac{(1+a+\delta)^{n}}{n!} \tilde{P}^{(n)}(1)
$$

Since

$$
(-1)^{n} h^{(n)}(1, p) \geq 0
$$

we can invert the order of summation and obtain

$$
\begin{aligned}
\tilde{P}(-a-\delta)= & \sum_{l=0}^{\infty} \sum_{n=0}^{\infty} \frac{(1+a+\delta)^{n}}{n!} \\
& \times \int_{0}^{\infty} d p A_{l}(p)(-1)^{n} h_{l}^{(n)}(1, p) \\
= & \sum_{l=0}^{\infty} P_{l}(-a-\delta ; 0, \infty)<\infty
\end{aligned}
$$

However, since

$$
\begin{aligned}
\limsup _{l \rightarrow \infty}\left[\tilde{P}_{l}(-a-\delta ; 0, \infty)\right]^{1 / l} & =D(-a-\delta ; 0, \infty) \\
& >D(-a ; 0, \infty)=1
\end{aligned}
$$

this is an absurdity. To settle the case $a=k$, we note that

$$
(-1)^{n} \widetilde{P}^{(n)}(0) \geq(-1)^{n} P_{l}^{(n)}(0 ; 0, \infty) \geq 0
$$

for any $l$. Let us select $l=l_{0}$ so that Eq. (3.4) holds. Then

$$
\tilde{P}_{t_{0}}(w ; 0, \infty)=\int_{0}^{\infty} d p A_{l_{0}}(p)\left(\frac{2 p k}{p^{2}+k(k+w)}\right)^{2 l_{0}+2}
$$

is analytic for $\operatorname{Re}(w)>-k$, but obviously not analytic at $w=-k$. It follows that

$$
\limsup _{n \rightarrow \infty}\left[(1 / n!)\left|\tilde{P}_{l_{0}}^{(n)}(0 ; 0, \infty)\right|\right]^{1 / n}=1 / k
$$

and, therefore,

$$
\limsup _{n \rightarrow \infty}\left[(1 / n!)\left|\tilde{P}^{(n)}(0)\right|\right]^{1 / n}>1 / k
$$

Since $\widetilde{P}(w)$ is analytic for $\operatorname{Re}(w)>-k$, we can conclude that the point $w=-k$ must be a singularity.

We should now like to have a simple condition which determines the number $a$. Since

$$
\widetilde{P}_{l}(u ; 0, p+\epsilon)=\widetilde{P}_{l}(u ; 0, p)+\widetilde{P}_{i}(u ; p, p+\epsilon)
$$

it follows that

$$
\begin{equation*}
D(u ; 0, p+\epsilon)=\sup [D(u ; 0, p) ; D(u ; p, p+\epsilon)] \tag{C8}
\end{equation*}
$$

from which, in particular, $D(u ; 0, p)$ is a nondecreasing function of $p$. For any $p>0$, we have

$$
\begin{aligned}
\widetilde{P}_{l}(u ; p, p+\epsilon) & \leq \tilde{P}_{i}(u ; p, \infty) \\
& \leq(2 k / p)^{2 l} \int_{0}^{\infty} d p^{\prime} h_{0}\left(u, p^{\prime}\right)
\end{aligned}
$$

from which $D(u ; p, p+\epsilon) \leq(2 k / p)^{2}$, for any $\epsilon>0$. Only the case when $D(u ; 0, \infty)>0$ need be considered. It then follows that $D(u ; 0, p)=D(u ; 0, \infty)$ for all $p>2 k /[D(u ; 0, \infty)]^{\frac{1}{2}}$. Let $p_{0}$ be the greatest lower bound on all numbers $p$ for which $D(u ; 0, p)=$ $D(u ; 0, \infty)$. We should note that $[$ for $D(u ; 0, \infty) \neq 0]$ $p_{0}>0$, since

$$
\begin{aligned}
D(u ; 0, p) & \leq[2 /(k+u)]^{2} \limsup _{l \rightarrow \infty}\left(\int_{0}^{p} d q q^{2 l+2}\right)^{1 / l} \\
& =[2 p /(k+u)]^{2}
\end{aligned}
$$

It then follows from Eq. (C8) that

$$
D\left(u ; p_{0}-\epsilon, p_{0}+\epsilon\right)=D(u ; 0, \infty)
$$

Hence,

$$
\lim _{\epsilon \rightarrow 0^{+}} D\left(u ; p_{0}-\epsilon, p_{0}+\epsilon\right)=D(u ; 0, \infty)
$$

However, for all $p$ and $\epsilon$ such that $p-\epsilon>0$, $D(u ; p-\epsilon, p+\epsilon) \leq D(u ; 0, \infty)$, from the definition of $D$. Therefore,
$D(u ; 0, \infty)=\sup _{0<p<\infty}\left[\lim _{\epsilon \rightarrow 0^{+}} D(u ; p-\epsilon, p+\epsilon)\right]$.
We then note that

$$
\begin{aligned}
\lim _{\epsilon \rightarrow 0^{+}} D(u ; p-\epsilon & p+\epsilon) \\
& =\lim _{\epsilon \rightarrow 0^{+}} \limsup _{l \rightarrow \infty}\left(\int_{p \rightarrow \epsilon}^{p+\epsilon} d x A_{l}(x) h_{\imath}(u, x)\right)^{1 / l} \\
& =h_{0}(u, p) \lim _{\epsilon \rightarrow 0^{+}} \lim _{l \rightarrow \infty} \sup \left(\int_{p \rightarrow \epsilon}^{p+\epsilon} d x A_{l}(x)\right)^{1 / l} \\
& =h_{0}(u, p) K^{2}(p)
\end{aligned}
$$

from which

$$
\begin{equation*}
D(u ; 0, \infty)=\sup _{0<p<\infty}\left[2 p k /\left(p^{2}+k^{2}+k u\right)\right]^{2} K^{2}(p), \tag{C10}
\end{equation*}
$$

where $K(p)$ is defined by Eq. (3.6). If we now take into account our previous results on the relation between $D(u ; 0, \infty)$ and the half-plane $\operatorname{Re}(w)>-a$, in which $\widetilde{P}(w)$ is analytic, we obtain the very simple result [stated in Eq. (3.7)],

$$
a=-\sup _{0<p<\infty}\left[2 p K(p)-\left(p^{2}+k^{2}\right) / k\right] .
$$

To show the converse result, we start with the equation obtained from Eqs. (3.1), (3.2), and the standard Laplace transform inversion formula:

$$
\begin{aligned}
&\left(\pi k^{3} / 16 s\right)^{\frac{1}{2}} P(s) \\
&= 4 s e^{-s k} \int_{0}^{\infty} d p p^{2} A_{0}(p) e^{-s p^{2} / k} \\
&+(2 \pi i)^{-1} \int_{c-i \infty}^{c+i \infty} d w e^{s w} \sum_{l=1}^{\infty} \int_{0}^{\infty} d p A_{l}(p) h_{l}(w, p)
\end{aligned}
$$

valid for any $c>-a$. Since

$$
\int_{0}^{\infty} d p p^{2} A_{0}(p) e^{-s v^{2} / k} \leq\left(\pi k^{3} / 16 s^{3}\right)^{\frac{1}{2}}
$$

it suffices to show that the second term is $O\left(e^{e s}\right)$,
$c>-a \geq-k$. We have that

$$
\begin{aligned}
&\left|\int_{c-i \infty}^{c+i \infty} d w e^{s w} \sum_{l=1}^{\infty} \int_{0}^{\infty} d p A_{l}(p) h_{l}(w, p)\right| \\
& \leq e^{c s} \sum_{l=1}^{\infty} \int_{0}^{\infty} d p A_{l}(p) h_{l-1}(c, p) \\
& \times \int_{-\infty}^{+\infty} d x(2 p k)^{2}\left|p^{2}+k(k+c+i x)\right|^{-2} \\
&= \pi k^{-1} e^{c s} \sum_{l=1}^{\infty} \int_{0}^{\infty} d p\left(p^{2}+k^{2}+k c\right) A_{l}(p) h_{l}(c, p) \\
& \leq \pi(17 k+c) e^{c s} \sum_{l=1}^{\infty} \int_{0}^{4 k} d p A_{l}(p) h_{l}(c, p) \\
&+\pi k^{-1} e^{e s} \sum_{l=1}^{\infty} \int_{4 k}^{\infty} d p h_{l-2}(c, p) \frac{(2 p k)^{4}}{\left(p^{2}+k^{2}+k c\right)^{3}} \\
& \leq \pi(17 k+c) e^{e s}\left[\tilde{P}(c)-\tilde{P}_{0}(c)\right] \\
&+2 \pi(2 k)^{3} e^{c s} \int_{4 k}^{\infty} d p p^{-2} \sum_{l=0}^{\infty}\left(\frac{1}{2}\right)^{2 l} \\
& \leq \pi(17 k+c) e^{c s} \tilde{P}(c)+\left(16 k^{2} / 3\right) e^{c s} .
\end{aligned}
$$

Therefore, dividing by $\left(\pi k^{3} / 16 s\right)^{\frac{1}{2}}$, we have that

$$
\begin{align*}
P(s) \leq 4 e^{-s k} & +\left(16 s / \pi k^{3}\right)^{\frac{1}{2}} \\
& \times\left[\frac{1}{2}(17 k+c) \tilde{P}(c)+8 k^{2} / 3\right] e^{c s} \tag{C11}
\end{align*}
$$

for every $c>-a \geq-k$; i.e., $P(s)=\bar{O}\left(e^{-a s}\right)$, for all $k \geq a$.
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#### Abstract

In the preceding paper [J. Math. Phys. 10, 2047 (1969)], we investigated possible characterizations of "short-range" interactions by means of conditions on the total transition probability $\|T \psi\|^{2}$ which were valid only for certain types of sequences of wavepackets. In this paper we generalize the assumption on the transition probability so that it will apply to an arbitrary wavepacket. We do this by utilizing a measure $G[R, \psi]$ of how much of a wavepacket $\psi$ is within a sphere of radius $R$ about the scattering center at all times. We then characterize a "short-range" interaction by the existence of a positive constant $A$ and positive functions $B(p)$ and $C(p)$ such that for all $R \geq 0$,


$$
\|T \psi\|^{2} \leq A G[R, \psi]+\left\langle C(p) e^{-R B(p)}\right\rangle_{\psi} .
$$


#### Abstract

We then show that for such interactions the square of the scattering amplitude is analytic, in the cosine of the scattering angle, in an ellipse the size of which depends upon $B(p)$. We compare our results with the similar results obtained by the method in the preceding paper and show that these new results much more closely approximate the behavior of the Yukawa interaction.


## 1. INTRODUCTION

In a previous paper (I) we showed that, if one uses certain special sequences of wavepackets which have the property that they stay more and more away from the scattering center, it is possible to require that the (corresponding) sequence of total transition probabilities decreases exponentially with distance from the scattering center. It was then shown that the existence of certain analyticity properties of the absorptive part of the $S$ matrix is equivalent to this assumption, and that these analyticity properties are similar to some of those the $S$ matrix has in the ordinary Schrödinger theory of "short-range" potentials (those which decrease exponentially or faster with distance). It was therefore suggested that this type of decrease of the total transition probability might be used to characterize "short-range" interactions in a theory which does not lend itself to potentials. However, the fact that the equivalence of the decrease of the transition probability and the analyticity properties of the $S$ matrix could be shown only for certain selected sequences of wavepackets makes this a rather inefficient characterization.

## 2. DEFINITION OF THE MEASURE OF CLOSENESS

In this paper we show that there exists a generalization of the above notions applicable to arbitrary wavepackets. In order to do this, we use the notion of a measure of closeness introduced in I. It was

[^71]seen that there was a need for a measure which would determine how close a wavepacket is to the scattering center. Since, in fact, any wavepacket will have some overlap with the scattering center at most finite times. the probability at some time $t$ that the packet is within a sphere of radius $R$, centered at the scatterer, is a realistic quantity which could be used. Moreover, since the scattering process relates an event at a time in the far past with an event in the far future, all times are pertinent to the scattering event. Therefore we introduce the quantity
\[

$$
\begin{equation*}
G[R, \psi]=\int_{-\infty}^{\infty} d t \int_{|\mathbf{x}| \leq R} d \mathbf{x}|\psi(\mathbf{x}, t)|^{2} \tag{2.1}
\end{equation*}
$$

\]

as a measure to determine that portion of a wavepacket that is ever "near" the scattering center.

As in I, we consider a scattering situation in which $\psi$ represents the initial asymptotic state and $S \psi$ the final asymptotic state, where $S$ is the scattering matrix. If $i T=S-1$, then $\|T \psi\|^{2}$, the square of the norm of the vector $T \psi$, is a measure of the amount of scattering, which we call the total transition probability. In the momentum-space representation we fix the normalization of the $S$ matrix by

$$
\begin{equation*}
\left(T_{e} \psi\right)(\mathbf{q})=\int d \mathbf{p} \delta(p-q) T_{e}(\mathbf{p}, \mathbf{q}) \psi(\mathbf{p}) \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\|T \psi\|^{2}=\int d \mathbf{p}^{\prime} \int d \mathbf{p} \psi^{*}\left(\mathbf{p}^{\prime}\right) \psi(\mathbf{p}) \delta\left(p-p^{\prime}\right) A(p, z) \tag{2.3}
\end{equation*}
$$

where $T_{e}$ is the elastic portion of the $T$ matrix, $p p^{\prime} z=\mathbf{p} \cdot \mathbf{p}^{\prime}$, and $A(p, z)$ is the absorptive part of the $S$ matrix. Expanding $A(p, z)$ in the standard
partial-wave expansion, we have

$$
\begin{equation*}
A(p, z)=\left(\pi p^{2}\right)^{-1} \sum_{l=0}^{\infty}(2 l+1) P_{l}(z) A_{l}(p) \tag{2.4}
\end{equation*}
$$

with $0 \leq A_{l}(p) \leq 1$. If we also set

$$
\begin{equation*}
f_{l}(p)=\left.\frac{2 l+1}{4 \pi} \int d \Omega^{\prime} \int d \Omega \psi^{*}\left(\mathbf{p}^{\prime}\right) \psi(\mathbf{p}) P_{l}(z)\right|_{p=p^{\prime}} \tag{2.5}
\end{equation*}
$$

we have

$$
\begin{equation*}
\|T \psi\|^{2}=4 \sum_{l=0}^{\infty} \int_{0}^{\infty} d p p^{2} A_{l}(p) f_{l}(p) \tag{2.6}
\end{equation*}
$$

Lastly, we define
$\mathcal{A}(p, t) \equiv A(p, z(p, t)), \quad$ where $z=1+t / 2 p^{2}$.
In an appendix to $I$, we showed that if we define the measure of closeness as
$G[R, \psi] \equiv 4 \sum_{l=0}^{\infty} \int_{0}^{\infty} d p p^{4}, \frac{d p}{d \omega} f_{l}^{s}(p) \int_{0}^{R} d x x^{2} j_{l}^{2}(x p)$,
where $j_{l}(u)$ is the spherical Bessel function of order $l$, then $G[R, \psi] \leq 2 \pi R\left(1+4 m^{2} R^{2}\right)^{\frac{1}{2}}\|\psi\|^{2}$, and, at least on a dense subset of all square-integrable wavepackets, this definition is equivalent to the one given by Eq. (2.1).

## 3. SHORT-RANGE INTERACTIONS

We surmise, "naively," that a transition probability should consist of a portion near the center and another part describing the interaction of the packet with the "tail" of the interaction. For the "short-range" interactions which occur in hadron physics, this latter part may well be expected to decrease exponentially with distance. Since the notion of "short-range" is not completely defined in the absence of potentials, we can utilize the existence of such a relation as a characterization of a "short-range" interaction. We would like to explore the possibilities of an upper bound on the transition probability, which would hold for all wavepackets. Therefore we assume that for every interaction of "short-range," there exist positive functions $B(p)$ and $C(p)$ and a positive constant $A$ such that, for all wavepackets,

$$
\begin{equation*}
\|T \psi\|^{2} \leq A G[R, \psi]+\left\langle C(p) e^{-R B(p)}\right\rangle_{\psi}, \quad R \geq 0 \tag{3.1}
\end{equation*}
$$

where the notation $\langle f(\mathbf{p})\rangle_{\psi}$ denotes the expectation value of the quantity $f(\mathbf{p})$ in the state determined by the wavefunction $\psi(\mathbf{p})$. Our purpose then is to determine what constraining relations must exist, if any, between the quantities $A, B(p)$, and $C(p)$, and a given interaction of "short-range" in order that Eq. (3.1) may be satisfied for all wavepackets and for all $R \geq 0$. We see immediately that $R=0$ implies that

$$
0 \leq\|T \psi\|^{2} \leq\langle C(p)\rangle_{\psi}
$$

It will be more convenient to study Eq. (3.1) in terms of the partial-wave decomposition. From Eqs. (2.6) and (2.8), we have

$$
\begin{align*}
4 \sum_{l=0}^{\infty} \int_{0}^{\infty} d p p^{2} f_{l}(p) & {\left[A p^{2} \frac{d p}{d \omega} \int_{0}^{R} d x x^{2} j_{l}^{2}(x p)\right.} \\
& \left.+\frac{1}{4} C(p) e^{-R B(p)}-A_{l}(p)\right] \geq 0 \tag{3.2}
\end{align*}
$$

for all wavefunctions $\psi(\mathbf{p})$ and for all $R \geq 0$. Since $f_{l}(p) \geq 0$, it will suffice to study the quantity in the bracket, which should be nonnegative for almost all $p \geq 0$ and for all $l$. Since $A_{l}(p)$ is independent of $R$, we write
$A_{l}(p) \leq \inf _{R}\left[A p^{2} \frac{d p}{d \omega} \int_{0}^{R} d x x^{2} j_{l}^{2}(x p)+\frac{1}{4} C(p) e^{-R B(p)}\right]$.

Setting $\alpha=R p /\left(l+\frac{1}{2}\right)$, we define

$$
\begin{align*}
H_{l}(\alpha, p)= & \frac{A}{p} \frac{d p}{d \omega}\left(l+\frac{1}{2}\right)^{3} \int_{0}^{\alpha} d x x^{2} j_{l}^{2}\left[\left(l+\frac{1}{2}\right) x\right] \\
& +\frac{1}{4} C(p) e^{-\alpha\left(l+\frac{1}{2}\right) B(p) / p} \tag{3.4}
\end{align*}
$$

from which

$$
\begin{equation*}
A_{l}(p) \leq \inf _{0 \leq \alpha \leq \infty} H_{l}(\alpha, p), \tag{3.5}
\end{equation*}
$$

for almost all $p$ and all $l$.
To determine the approximate location of the minimum of $H_{l}(\alpha, p)$, we first look at only the first term. We have that, ${ }^{1}$ for $\alpha \geq 1$,

$$
\begin{aligned}
&\left(l+\frac{1}{2}\right)^{3} \int_{0}^{\alpha} d x x^{2} j_{l}^{2}\left[\left(l+\frac{1}{2}\right) x\right] \\
& \geq\left(l+\frac{1}{2}\right)^{3} \int_{0}^{1} d x x^{2} j_{l}^{2}\left[\left(l+\frac{1}{2}\right) x\right] \\
&=\frac{\pi}{4}\left(l+\frac{1}{2}\right)^{2}\left[J_{l+\frac{1}{2}}^{\prime}\left(l+\frac{1}{2}\right)\right]^{2} \\
& \rightarrow \frac{1}{8 \pi} 6^{\frac{1}{2}} \Gamma^{2}\left(\frac{2}{3}\right)\left(l+\frac{1}{2}\right)^{\frac{2}{3}}, \quad \text { as } \quad l \rightarrow \infty
\end{aligned}
$$

However, the other term in $H_{l}(\alpha, p)$ is less than $\frac{1}{4} C(p) \exp \left[-\left(l+\frac{1}{2}\right) B(p) / p\right]$, for $\alpha \geq 1$, which is certainly much smaller for large $l$. Therefore, if $\alpha_{l}$ is the value of $\alpha$ for which the minimum of $H_{l}(\alpha, p)$ occurs, we see that, for very large $l, \alpha_{l}<1$. Differentiating $H_{l}(\alpha, p)$ with respect to $\alpha$, we find that $\alpha_{l}$ is the smallest positive solution of the equation

$$
\begin{align*}
& 4 A \frac{d p}{d \omega}\left(l+\frac{1}{2}\right)^{2} \alpha^{2} j_{l}^{2}\left[\left(l+\frac{1}{2}\right) \alpha\right] \\
& =B C(p) \exp \left(\frac{-\alpha\left(l+\frac{1}{2}\right) B(p)}{p}\right) \tag{3.6}
\end{align*}
$$

[^72]since $x j_{l}(x)$ is monotonically increasing for $x \leq l+\frac{1}{2}$. We then desire to determine the properties of $\alpha_{l}=$ $\alpha_{l}(p)$ as $l$ becomes arbitrarily large. To do this, we first note some standard properties of Bessel functions. Watson ${ }^{2}$ shows that, for $0 \leq z<1$,
\[

$$
\begin{aligned}
J_{v}(v z) & =(v z)^{v} \exp \left[v\left(1-z^{2}\right)^{\frac{1}{2}}-V_{v}\right] \\
& \times\left\{\exp (v) \Gamma(v+1)\left(1-z^{2}\right)^{\frac{1}{4}}\left[1+\left(1-z^{2}\right)^{\frac{1}{2}}\right]^{v}\right\}^{-1}
\end{aligned}
$$
\]

where $V_{v}=O\left(z^{2} v^{-1}\left(1-z^{2}\right)^{-\frac{3}{2}}\right)$. It follows that

$$
\begin{align*}
& j_{l}^{2}\left[\left(l+\frac{1}{2}\right) z\right] \\
&= {\left[4\left(l+\frac{1}{2}\right)^{2} z\left(1-z^{2}\right)^{\frac{1}{2}}\right]^{-1}\left\{z /\left[1+\left(1-z^{2}\right)^{\frac{1}{2}}\right]\right\}^{2 l+1} } \\
& \times \exp \left[(2 l+1)\left(1-z^{2}\right)^{\frac{1}{2}}\right] \\
& \times\left[1+O\left(z^{2} l^{-1}\left(1-z^{2}\right)^{-\frac{3}{2}}\right)\right], \tag{3.7}
\end{align*}
$$

from whence

$$
\begin{aligned}
& \lim _{l \rightarrow \infty}\left[\frac{4 A}{B C} \frac{d p}{d \omega}\left(l+\frac{1}{2}\right)^{2} z^{2} j_{l}^{2}\left[\left(l+\frac{1}{2}\right) z\right]\right]^{1 /(2 l+1)} \\
&=\frac{z \exp \left(1-z^{2}\right)^{\frac{1}{2}}}{1+\left(1-z^{2}\right)^{\frac{1}{2}}} \equiv h(z), 0 \leq z<1
\end{aligned}
$$

Therefore, since $\alpha_{l}<1$ for large $l$, it follows from Eq. (3.6) that $v \equiv \lim \alpha_{l}$ is the unique solution of the equation

$$
\begin{equation*}
\exp [-v B(p) / 2 p]=h(v), \quad 0 \leq v \leq 1 \tag{3.8}
\end{equation*}
$$

i.e., for $0 \leq v \leq 1, v=v[B(p) / 2 p]$ is uniquely determined by the above equation, and $v=\lim \alpha_{l}$ as $l \rightarrow \infty$. Hence, $v$ is independent of $A$, and of $C(p)$, when $A>0$, $C(p)>0$. We note that $h(v)$ is a monotonically increasing, convex function of $v$ such that $h(v) \geq v$. In addition, $h(0)=0$, and $h(1)=1$.

We may now consider $H_{l}\left(\alpha_{l}, p\right)$ and determine the restrictions which it places on the partial-wave amplitudes $A_{l}(p)$ by way of Eq. (3.3). We first note that

$$
H_{l}\left(\alpha_{l}, p\right)>\frac{1}{4} C(p) \exp \left[-\left(l+\frac{1}{2}\right) \alpha_{l} B(p) / p\right]>0
$$

Since $0 \leq A_{l}(p) \leq 1$, we can always pick $C(p)$ so that the inequality (3.3) is satisfied for any finite range of values of $l$. We need therefore only to determine the form of $H_{l}\left(\alpha_{l}, p\right)$ as $l$ becomes arbitrarily large. We use

$$
\int_{0}^{x} d y f(y) e^{2 l g(y)}=\frac{f(x) e^{2 l g(x)}}{2 \lg ^{\prime}(x)}\left[1+O\left(\frac{1}{l}\right)\right]
$$

for sufficiently smooth functions $f$ and $g$, where $g$ is monotonically increasing. Via Eq. (3.7) we see that

$$
\begin{aligned}
& \int_{0}^{\alpha_{l}} d x x^{2} j_{l}^{2} \\
& \\
&=\left(1-\alpha_{l}^{2}\right)^{-1} \alpha_{l}^{2}(2 l+1)^{-3}\left[h\left(\alpha_{l}\right)\right]^{2 l+1} \\
& \times\left[1+O\left(l^{-1} \alpha_{l}^{2}\left(1-\alpha_{l}^{2}\right)^{-\frac{3}{2}}\right)\right] .
\end{aligned}
$$

[^73]Therefore, using Eq. (3.6), we have that

$$
\begin{align*}
H_{l}\left(\alpha_{l}, p\right)= & \frac{1}{4} C(p) \exp \left[-\left(l+\frac{1}{2}\right) \alpha_{l} B(p) / p\right] \\
& \times\left[1+\alpha_{l}\left(1-\alpha_{l}^{2}\right)^{-\frac{1}{2}} B(p) / 2 p\right] \\
& \times\left[1+O\left(l^{-1} \alpha_{l}^{2}\left(1-\alpha_{l}^{2}\right)^{-\frac{3}{2}}\right)\right] . \tag{3.9}
\end{align*}
$$

We see that the quantities $H_{l}\left(\alpha_{l}, p\right)$ decrease approximately like an $l$ th power of a number less than unity, for sufficiently large $l$. Therefore, in order for the inequality (3.3) to hold, the $A_{l}(p)$ must be bounded by an $l$ th power of a number less than unity. [We recall that this is indeed the case for the $A_{l}(p)$ derivable from the Yukawa potential; in fact, it is shown in I that this is true for all $A_{l}(p)$ derived from a potential $V(r)=O\left(e^{-\mu r}\right), \mu>0$.] More precisely, if the $A_{l}(p)$ are continuous,

$$
\begin{equation*}
K(p) \equiv \lim _{l \rightarrow \infty}\left[A_{l}(p)\right]^{1 / 2 l} \leq \lim _{l \rightarrow \infty}\left[H_{l}\left(\alpha_{l}, p\right)\right]^{1 / 2 l}=h(v) \tag{3.10}
\end{equation*}
$$

i.e., the requirement on the interaction made by the inequality (3.1) is $K(p) \leq h\{v[B(p) / 2 p]\}$, for all $p,{ }^{3}$ under the assumption that, for a given interaction, there exist quantities $A, B(p)$, and $C(p)$ as specified above.

We now proceed to show that such functions do actually exist, for a given interaction of "exponential range." Let $A_{l}(p)$ be specific given functions for a specific interaction $\left(0 \leq A_{l}(p) \leq 1\right)$ such that the corresponding $K(p)$ exists and is less than unity, for finite nonnegative values of $p$. We may then define a function $\bar{B}(p)$ [using Eqs. (3.8) and (3.10)] by the equation

$$
\begin{equation*}
K(p)=h\{v[\bar{B}(p) / 2 p]\} . \tag{3.11}
\end{equation*}
$$

Now let $B_{\epsilon}(p) \equiv(1-\epsilon) \bar{B}(p)$. Since $h\{v[B(p) / 2 p]\}$ is a monotonically decreasing function of $B(p) / 2 p$ (see the discussion of this function in the Appendix), it follows that $K(p)<h\left\{v\left[B_{\epsilon}(p) / 2 p\right]\right\}$ and that, for sufficiently large values of $l, A_{l}(p)<H_{l}\left(\alpha_{l}, p\right)$, where this $\alpha_{l}$ is the one corresponding to $B_{\epsilon}(p)$. Since we are still free to choose the function $C(p)$, we choose it so that the inequality (3.3) is satisfied for "small" values of $l$, which is obviously always possible, since for any given $p$ there is only a finite range of values of $l$ for which this needs to be done. We note that any reasonable choice of the constant $A$ will do, such as $m$.

From the above we see that the function $\bar{B}(p) / 2 p$ is just the least upper bound of all the functions $B_{\epsilon}(p) / 2 p$ which satisfy the inequality (3.1) for a given interaction and some proper choice of $C(p)$ and $A$. Let us set

[^74]$\beta=\beta(K)$ such that $\beta[K(p)]=\bar{B}(p) / 2 p$. We may then study $\beta=\beta(K)$ as given by Eqs. (3.8) and (3.11), namely
$$
e^{-v \beta}=h(v)=K
$$
which implies
\[

$$
\begin{equation*}
\beta=v^{-1} \log K^{-1} \tag{3.12}
\end{equation*}
$$

\]

We note that (see the Appendix) the main features of $\beta=\beta(K)$ are that it is a monotonically decreasing function of $K$ such that $\lim \beta(K)=\infty$ as $K \rightarrow 0$, while $\beta(1)=0$. If we are given a specific interaction, we will then know $K=K(p)$, which would allow us to determine $\beta[K(p)]$-we could then determine $\bar{B}=\bar{B}(p)$. A particular $K(p)$ which is of considerable interest is the one corresponding to a Yukawa potential. In I we show that for every scattering amplitude derivable from a potential function $V(r)=O\left(e^{-\mu r}\right), \mu>0$, where $V(r)$ is of constant sign for all $r>r_{0} \geq 0$, the corresponding function $K(p)={ }_{v} K(p)$,

$$
\begin{equation*}
{ }_{y} K(p)=z_{0}-\left(z_{0}^{2}-1\right)^{\frac{1}{2}}, \text { with } z_{0}=1+\mu^{2} / 2 p^{2}, \tag{3.13}
\end{equation*}
$$

which is the function derived from the Yukawa potential (see I). There is also good reason to believe, from Lagrangian field theory, that every interaction does indeed approach that derivable from a Yukawa potential at very small values of the momentum. Therefore, using the equations in the Appendix and setting ${ }_{y} B(p)=2 p \beta\left[{ }_{3} K(p)\right]$, we find that ${ }_{y} B(p)$ is a monotonically decreasing function of $p$ with the
following asymptotic behavior:

$$
{ }_{3} B(p) / \mu=2 e(\mu / p) \log (\mu / p)\left[1+O\left(p^{2} / \mu^{2}\right)\right]
$$

for $p$ near 0 , and

$$
{ }_{y} B(p) / \mu=2+(3 \mu / p)^{\frac{2}{3}}+O(\mu / p), \text { for } \quad p \rightarrow \infty
$$

The function ${ }_{y} B(p) / \mu$ is plotted as a function of $p / \mu$ in Fig. 1.

It is now our intent to use the upper bound on $\|T \psi\|^{2}$, given by Eq. (3.1), for a realistic theory of the interactions of elementary particles, in which there are no potentials from which to derive the interactions. We can use the inequality (3.1) to characterize an interaction of "exponential range," or "short range." We would like to have a universal function $B(p)$ such that, for proper choice of $A$ and $C(p)$, any interaction of "exponential range" would satisfy Eq. (3.1). Since we know that for any interaction such that $K(p) \leq 1$, there does indeed exist such a function $B(p)$, dependent on the choice of the interaction, we merely need to know if these functions $B$ have an upper bound. Since we believe that the interaction should be similar to the Yukawa interaction for small values of the momentum, it would follow that in the range of small $p$ we must require $B(p) \leq_{v} B(p)$.

Since we suppose that our interaction decreases like $O\left(e^{-\mu r}\right)$, a possible choice is $B(p)=2 \mu<{ }_{y} B(p)$. This choice is quite simple and natural and agrees quite well with ${ }_{y} B(p)$ for very large momenta. However, since ${ }_{y} B(p) \rightarrow \infty$ as $p \rightarrow 0$, this choice disagrees quite

Fig. 1. The function ${ }_{y} B(p) / \mu$ for the Yukawa potential.

strongly with the result from the Yukawa potential at small momenta-and it is just at small momenta that we expect the interaction should surely agree with the Yukawa interaction.

## 4. ANALYTIC PROPERTIES OF THE SCATTERING AMPLITUDE

We will first determine the region of analyticity for $\mathcal{A}(p, t)$ implied by the choice $B(p)=2 \mu$, and will then return to the questions of the behavior of $B(p)$ for very small momenta. We may therefore suppose that, for all interactions which "decrease like $O\left(e^{-\mu r}\right)$,"

$$
\begin{equation*}
\|T \psi\|^{2} \leq A G[R, \psi]+e^{-2 \mu R}\langle C(p)\rangle_{\psi} \tag{4.1}
\end{equation*}
$$

It then follows [from Eqs. (3.8) and (3.10)] that for every such interaction,

$$
\begin{equation*}
K(p) \leq e^{-v \mu / p}=h(v) \tag{4.2}
\end{equation*}
$$

In I we showed that $\mathcal{A}(p, t)$ is analytic in $t$ for every fixed $p \geq 0$ in an ellipse with foci at $-4 p^{2}$ and 0 , and rightmost point $t_{1} \geq t_{1}$, where

$$
\begin{equation*}
\tilde{i}_{1}(p)=\left[p\left(h-h^{-1}\right)\right]^{2}=[2 p \sinh (v \mu / p)]^{2} \tag{4.3}
\end{equation*}
$$

where, as in Eq. (4.2), $v$ is determined by $e^{-p \mu u p}=h(v)$. The fundamental feature of $t_{1}(p)$ is that it is a monotonically increasing function of $p$ such that

$$
\lim _{p \rightarrow \infty} \bar{t}_{1}(p)=4 \mu^{2}
$$

Approximate formulas for $t_{1}(p)$ are given in the Appendix. The function $\dot{t}_{1}(p) / \mu^{2}$ determined by Eq. (4.3) is plotted versus $p / \mu$ in Fig. 2 (labeled $B=2 \mu$ ). We see that $i_{1}$ always lies below the corresponding curve for the Yukawa potential, while it approaches it for very large values of $p$.

On the other hand the above curve for $\vec{t}_{1}$, determined by the condition $B(p)=2 \mu$, gives altogether too small a region of analyticity for very small


Fig. 2. The rightmost points of various ellipses of analyticity of $\mathcal{A}(p, t)$.
momenta. The reason for this has already been mentioned. Let us investigate the possibilities of another choice for $B(p)$ which would overcome this difficulty. From Eq. (3.13) we see that a simple function, which would approximate ${ }_{y} B(p)$ for both large and small momenta and still remain everywhere smaller, would be $B(p)=2 \mu(1+\mu / p)$. Repeating the above analysis for this case, we find that the corresponding $i_{1}(p)$ is a smooth function of $p$ with one minimum such that $\lim \tilde{t}_{1}(p)=4 \mu^{2}$ as $p \rightarrow \infty$, as before, while for very small momenta (see the Appendix) we have that

$$
i_{1}(p) / \mu^{2}=\left[(e p / 2 \mu) \log \left(e p^{2} / 2 \mu^{2}\right)\right]^{-2}[1+o(p)],
$$

for $p$ near zero.
This function $\bar{t}_{1}(p) / \mu^{2}$ is plotted versus $p / \mu$ in Fig. 2 [labeled $B=2 \mu(1+1 / q)]$. We see therefore that by simulating the behavior of the actual Yukawa function ${ }_{y} B(p)$ [i.e., by causing our choice of $B(p)$ to become infinite as $p \rightarrow 0$ ], we can derive a region of analyticity which more closely approximates that of the actual Yukawa interaction.

It should be noted at this point that, if we actually assume $B(p)={ }_{\vartheta} B(p)$, we will acquire the full region of analyticity of the Yukawa interaction. That is, if we assume that a characterization of an interaction of "exponential range" is that for all $R \geq 0$,

$$
\|T \psi\|^{2} \leq A G[R, \psi]+\left\langle C(p) e^{-R_{\nu} B(p)}\right\rangle_{\psi}
$$

then it follows that all such interactions are such that the squares of their amplitudes $\mathcal{A}(p, t)$ are analytic in an ellipse at least as large as the ellipse corresponding to the Yukawa interaction. We should recall that this was not the case in the study in I, where only specific sequences of wavepackets were used. In that case, we showed that, if we actually assumed that $P(s)=\bar{O}\left(e^{s w_{0}(k)}\right)$ for all appropriate interactions, then this assumption only implied that the corresponding quantities $\mathcal{A}(p, t)$ were analytic (as distributions) in an ellipse, which for small momenta was much smaller than the ellipse of analyticity of the Yukawa interaction. In addition, because of the extreme "smoothness" of the Gaussian wavepackets, we were only able to show that for every fixed $p$ and every $\epsilon>0, \int_{p-\epsilon}^{p+\epsilon} d x \mathcal{f}(x, t)$ was an analytic function of $t$ in a certain ellipse. However, in the present case, because our results are true for arbitrary wavefunctions, we have that, at least, $\tilde{\mathcal{H}}(p, t)$ is an analytic function for every fixed $p$, where $\tilde{\mathcal{A}}(p, t)$ is the quantity constructed from the functions

$$
\tilde{A}_{l}(p) \equiv \lim _{\epsilon \rightarrow 0} \frac{1}{2} \epsilon^{-1} \int_{p-\epsilon}^{p+\epsilon} d x A_{l}(x) .
$$

[See Ref. 3. We note that the functions $\tilde{A}_{l}(p)$ differ from the functions $A_{l}(p)$ at most on a set of measure zero.] In particular, if the functions $A_{l}(p)$ are continuous, then $\widetilde{A}_{l}(p)=A_{l}(p)$, and so $\mathcal{A}(p, t)$ is itself analytic in $t$, for every fixed $p$. In the method using only specific sequences of wavefunctions, we showed that there were continuous functions $A_{l}(p)$ satisfying the necessary requirements, but such that only the corresponding function $\int_{p-\epsilon}^{p+\epsilon} d x \mathcal{A}(x, t)$ was analytic in $t$-i.e., not $\mathcal{A}(p, t)$ itself.

## 5. CONCLUSIONS

It was our desire to construct a possible characterization of "short-range" interactions by means of conditions on the total transition probability. In this paper, we generalized the notions in I to arbitrary wavepackets. We found that it is indeed possible to characterize "short-range" interactions by the requirement that, for every such interaction, there exist a constant $A>0$ and positive functions $B(p)$ and $C(p)$ such that
$\|T \psi\|^{2} \leq A G[R, \psi]+\left\langle C(p) e^{-R B(p)}\right\rangle_{\psi}$, for all $R \geq 0$.
It is not totally clear how to pick the function $B(p) \geq 0$; however, the function ${ }_{y} B(p)$, obtained by considering the Yukawa potential, should serve as a guide, especially for small momenta. This method gives information about $\mathcal{A}(p, t)$ (almost everywhere in $p$ ), rather than merely as a distribution in $p$.
In Fig. 2 is plotted a comparison of the results which we have obtained. The curves are the locations of the rightmost point $\left[\tilde{t}_{1}(p) / \mu^{2}\right]$ of the ellipse of analyticity of $\mathcal{A}(p, t)$ (considered as a function of $t$ for fixed $p$ ) as a function of $p / \mu$. We compare $t_{1}(p)$ of the type derived with the Gaussian wavepackets (for the choice $\left.a=\frac{3}{4}(\sqrt{ } 3) \mu\right), t_{1}(p)$ derived with the choice of $B=2 \mu$, and $i_{1}(p)$ derived with the choice of $B=$ $2 \mu(1+\mu / p)$, with the similar function $t_{1}(p)$ for the Yukawa interaction.

We would also like to say that the particular form of the inequality [Eq. (3.1)] which we have chosen to bound the total transition probability is not necessarily the best, but it has merits of simplicity. It could be pointed out, however, that the form of the function $\bar{B}(p)$ is unchanged if, instead of $G[R, \psi]$, we use some similar integral-for instance,

$$
\int_{-\infty}^{+\infty} d t \int_{|\mathbf{x}| \leq R} d \mathbf{x} f(x)|\psi(\mathbf{x}, t)|^{2},
$$

where $f(x)$ is an everywhere-positive weighting function satisfying some restrictions on its decrease (or growth), and such that the integral still continues
to exist. In particular, if $f(x)$ is bounded above and decreases no faster than some fixed inverse power of $x$ (for $x>0$ ) - $f(x)$ should not be singular at $x=0$ then $f(x)$ would be suitable as a weighting function in the above integral. We have considerable freedom in our choice of the positive function $C(p)$.
It should also be pointed out that it is desirable to broaden the type of bound above so that it would include information concerning general displace-ments-timelike, for instance-of the wavefunctions as well as spacelike ones. (This might be done, for instance, by considering a function $G_{t}[R, \psi]$ where the time integration is performed only up to some fixed time $t$, rather than infinity.) Such types of bounds could presumably be used to obtain information about the analytic behavior of the scattering amplitude in all its variables simultaneously.
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## APPENDIX: EVALUATION OF $\bar{t}_{1}(p)$ FOR A

 YUKAWA POTENTIALWe first study

$$
\begin{equation*}
h(v)=\left[v \exp \left(1-v^{2}\right)^{\frac{1}{2}}\right] /\left[1+\left(1-v^{2}\right)^{\frac{1}{2}}\right] . \tag{A1}
\end{equation*}
$$

We see immediately that $h \in[0,1]$ for $v \in[0,1]$, $h(0)=0, h(1)=1$, and $h(v) \geq v$. Furthermore,

$$
\frac{d h}{d v} \geq 0
$$

One easily obtains the following formulas:

$$
\begin{equation*}
h(v)=\frac{1}{2} e v\left[1-\frac{1}{4} v^{2}+O\left(v^{6}\right)\right], \quad v \text { near } 0 \tag{A2}
\end{equation*}
$$

which implies

$$
\begin{array}{r}
v=2(h / e)\left[1+(h / e)^{2}+O\left(h^{4}\right)\right], \quad h \text { near } 0, \quad(\mathrm{~A} 3) \\
h(v)=1-\frac{1}{3}\left(1-v^{2}\right)^{\frac{3}{2}}-\frac{1}{5}\left(1-v^{2}\right)^{\frac{5}{2}}+O\left(\left(1-v^{2}\right)^{3}\right), \\
v \text { near } 1, \quad(\mathrm{~A} 4)
\end{array}
$$

which implies

$$
\begin{equation*}
v=1-\frac{1}{2}[3(1-h)]^{\frac{2}{2}}+O\left((1-h)^{\frac{1}{3}}\right), \quad h \text { near } 1 . \tag{A5}
\end{equation*}
$$

We may then use these formulas to study $\beta=\beta(K)$. From Eq. (3.12), we have that

$$
\begin{equation*}
\beta v=\log K^{-1}=\log h^{-1} \tag{A6}
\end{equation*}
$$

Therefore, from Eq. (A3), we have that

$$
\begin{equation*}
\beta=\frac{1}{2}(e / K)\left(\log K^{-1}\right)\left[1-(K / e)^{2}+O\left(K^{4}\right)\right], \tag{A7}
\end{equation*}
$$

$K$ near 0.

Similarly, from Eq. (A5), we have that

$$
\beta=(1-K)\left\{1+\frac{1}{2}[3(1-K)]^{\frac{2}{2}}+O(1-K)\right\}
$$

$K$ near 1. (A8)
Since

$$
\frac{d h}{d v} \geq 0
$$

we see that

$$
\frac{d \beta}{d K}<0
$$

Therefore, $\beta=\beta(K)$ is a monotonically decreasing function such that $\beta(1)=0$ and $\lim \beta(K)=\infty$ as $K \rightarrow 0$.

Let us now consider the case where $K$ is taken to be ${ }_{y} K$ [the $K(p)$ corresponding to the Yukawa potential]. It follows from Eq. (3.13) that

$$
{ }_{y} K(p)=1-\mu / p+O\left(\mu^{2} / p^{2}\right), \text { for } p \rightarrow \infty
$$

while

$$
{ }_{y} K(p)=p^{2} / \mu^{2}+O\left(p^{4} / \mu^{4}\right), \quad \text { for } p \text { near } 0
$$

Since ${ }_{y} B(p)=2 p \beta\left[_{y} K(p)\right]$, we see that for the Yukawa potential

$$
{ }_{y} B(p)=2 e\left(\mu^{2} / p\right)[\log (\mu / p)]\left[1+O\left(p^{2} / \mu^{2}\right)\right]
$$

$$
\text { for } p \text { near } 0, \quad \text { (A9) }
$$

and

$$
\begin{equation*}
{ }_{y} B(p)=2 \mu\left[1+\frac{1}{2}(3 \mu / p)^{\frac{2}{3}}+O(\mu / p)\right], \text { for } p \rightarrow \infty \tag{Al0}
\end{equation*}
$$

For a given choice of $B(p)$, we may compute $K$ and the corresponding $\bar{t}_{1}$,

From Eqs. (2.7) and (3.13), we have that

$$
\dot{t}_{1}=\left[p\left(K^{-1}-K\right)\right]^{2}
$$

Then, from Eq. (A6), we have that

$$
\begin{equation*}
i_{1}=4 p^{2} \sinh ^{2} v \beta=4 p^{2} \sinh ^{2}(v B / 2 p) \tag{A11}
\end{equation*}
$$

If we choose $B=2 \mu$, we have

$$
\bar{t}_{1}=4 p^{2} \sinh ^{2}(v \mu / p)
$$

Since $v$ is bounded,

$$
\hat{t}_{1}=(2 \mu v)^{2}\left[1+O\left(\mu^{2} / p^{2}\right)\right], \quad \text { as } \quad p \rightarrow \infty
$$

From Eqs. (A4) and (A8), we have

$$
\begin{equation*}
v=1-\frac{1}{2}(3 \beta)^{\frac{2}{3}}+O\left(\beta^{\frac{4}{3}}\right), \quad \beta \text { near } 0 \tag{A12}
\end{equation*}
$$

Therefore,

$$
\hat{t}_{1}=(2 \mu)^{2}\left[1-(3 \mu / p)^{\frac{2}{3}}+O(\mu / p)\right], \quad \text { as } \quad p \rightarrow \infty
$$

Again, for small p, Eqs. (A2) and (A7) imply

$$
\begin{equation*}
v=\frac{1}{\beta}[\log (2 \beta / e)]\left\{1-\frac{\log [\log (2 \beta / e)]}{\log (2 \beta)}+o\left(\frac{\log \beta}{\beta}\right)\right\} \tag{A14}
\end{equation*}
$$

which implies
$\bar{t}_{1}=[(e / 2 \mu) \log (e p / 2 \mu)]^{-2}[1+o(p)]$, for $p$ near 0.

Lastly, if we choose $B=2 \mu(1+\mu / p)$, we have,
from Eqs. (A11), (A12), and (A14),

$$
\begin{equation*}
\bar{t}_{1}=(2 \mu)^{2}\left[1-(3 \mu / p)^{\frac{1}{3}}+O(\mu / p)\right], \text { as } p \rightarrow \infty \tag{A16}
\end{equation*}
$$

and

$$
\begin{array}{r}
\bar{i}_{1}=\mu^{2}\left[(e p / 2 \mu) \log \left(e p^{2} / 2 \mu^{2}\right)\right]^{-2}[1+o(p)] \\
\text { for } p \text { near } 0 \tag{A17}
\end{array}
$$
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#### Abstract

The formalism developed previously for scattering of wavepackets is applied to the $N+\theta$ sector of the Lee model. A single analysis suffices to discuss both the stable and unstable case. The rate at which $N$ and $\theta$ particles are produced and the number of $V$ particles produced are calculated as a function of time assuming that the incident wave is initially a semi-infinite, plane-wave train. An unstable $V$-particle state is constructed from the $|N, \theta\rangle$ state by requiring agreement with the scattering analysis. Its dependence on the production process is explicitly shown. The state can be made independent of the production process by requiring normalization. The time dependence of each channel is also calculated for this case. It is shown that both the unstable and stable $V$-particle states can be generated from the mathematical $V$-particle state, the only difference being the location of the pole which describes the resonance state or the bound state.


## I. INTRODUCTION

The Lee model, which can be solved exactly for many of its sectors, is close enough to reality so that its investigation gives insight into real physical systems. The $N+\theta$ sector is of interest because not only can the $N$ and $\theta$ particles have a bound state (the $V$ particle) which leads to a discussion of mass and coupling constant renormalization, but they also can have resonant scattering states, which leads to a discussion of unstable states.

The bound-state problem is discussed extensively in several text books ${ }^{1}$ and is well understood. The unstable $V$ particle has been discussed by several authors who construct the $V$-particle wavefunction using somewhat different approaches and who reach somewhat diverse conclusions. Glaser and Källen ${ }^{2}$ construct the unstable $V$-particle wavefunction from the stable $V$-particle wavefunction by replacing the bound-state energy with the complex energy $E+i \lambda$. They point out that this differs from an exact solution by terms which are of the order of the halfwidth of the state. To obtain the expected exponential decay, the limit $\lambda \rightarrow \infty$ is taken. There seems to be no justification for this procedure, especially since this limit reduces the state to the mathematical $V$-particle state.

Araki et al. ${ }^{3}$ use an $S$-matrix approach to show that an exponential decay results when the mathematical $V$-particle state is used as the unstable state. Except for

[^75]the fact that an exponential decay is obtained, it is not clear whether or not this is the proper choice since it is not apparent that this state is produced from the scattering of the $N$ and $\theta$ particles-the only mechanism for the production of the unstable $V$ particle in the Lee model. In addition, complex normalization constants are used which cause difficulties with the Hermitian properties of the renormalized fields.
$L^{2}$ ev $^{4}$ constructs a general wavefunction using arbitrary coefficients for the mathematical states. These coefficients are presumed to be determined by the production process. He shows that simple choices for the coefficients, none of which correspond to those used by the authors previously cited, lead to as pure an exponential decay as is desired. Again no attempt is made to relate these coefficients to the scattering process. Levy also discusses the ambiguities that arise in the renormalization process for the unstable cases.

In view of the fact that the Lee model is one of the most simple field-theoretical models that involve unstable particles, it is clear that the "state of the art" regarding these particles is, at best, uncertain.

In a recent paper, ${ }^{5}$ the authors presented a wavepacket formalism which extends the usual $S$-matrix approach to scattering theory to include the case of decaying states. The bound state and the time dependence of the scattering state can be calculated in a simple, straightforward way. This formalism is applied in this paper to the $N+\theta$ sector in an attempt to clarify the analysis of the unstable $V$ particle. The number of $V$ particles produced as a function of time is calculated from the observed number of final-state $N$ and $\theta$ particles and shown to agree with the number obtained by projecting the $|N, \theta\rangle$ state onto the mathematical

[^76]$V$-particle state. It is therefore clear that the part of the $|N, \theta\rangle$ state which is not the incident wave is the unstable $V$-particle state. Since this term also contains the amplitude of the incident wave, the dependence on the production process is immediately apparent. For the initial conditions being those assumed in the scattering problem, the expected time dependence is obtained. If it is assumed that the existence of the $V$-particle state has been determined by measurement after it has been produced, so that the state can be normalized to unity thereby making it independent of the production process, then the state reduces initially to the "dressed" mathematical $V$-particle state, which, apart from the renormalization factor, justifies the choice of Araki et al. ${ }^{3}$ for the unstable $V$ particle. If a bound-state singularity is assumed, rather than a pole in the second sheet, then the stable $V$ particle is obtained.

## II. REVIEW

The basic idea developed previously, ${ }^{5}$ and which will be used in this analysis, is that, given an initial condition

$$
\begin{equation*}
|\psi(0)\rangle=\int_{-\infty}^{\infty} d p A(p)|p\rangle, \tag{1}
\end{equation*}
$$

the solution to the Schrödinger equation

$$
\begin{equation*}
H|\psi(t)\rangle=i(\partial / \partial t)|\psi(t)\rangle \tag{2}
\end{equation*}
$$

can be written as

$$
\begin{equation*}
|\psi(t)\rangle=\int_{\mathbb{C}} d p A(p)\left|\psi_{+}\right\rangle \exp (-i E t) \tag{3}
\end{equation*}
$$

where $\left|\psi_{+}\right\rangle$is the stationary state solution

$$
\begin{align*}
\left|\psi_{+}\right\rangle & =\left[1+(E-H+i \eta)^{-1} H^{\prime}\right]|p\rangle, \\
H\left|\psi_{+}\right\rangle & =E\left|\psi_{+}\right\rangle, \tag{4}
\end{align*}
$$

and $\mathcal{C}$ is a contour in the complex $p$ plane which is chosen so that

$$
\begin{equation*}
\int_{\mathrm{C}} d p A(p)(E-H+i \eta)^{-1} H^{\prime}|p\rangle=0 \tag{5}
\end{equation*}
$$

Here it is assumed that

$$
\begin{equation*}
H=H_{0}+H^{\prime} \tag{6}
\end{equation*}
$$

and that $|p\rangle$ is the eigenstate

$$
\begin{equation*}
H_{0}|p\rangle=E|p\rangle \tag{7}
\end{equation*}
$$

As a consequence of Eq. (5), for $t=0,|\psi(t)\rangle$ as expressed in Eq. (3) reduces to $|\psi(0)\rangle$ so that the initial conditions are automatically satisfied.

The Hamiltonian for the Lee model can be expressed
as

$$
\begin{align*}
& H_{0}= M_{V} \int d \mathbf{p} \psi_{V}^{\dagger}(\mathbf{p}) \psi_{V}(\mathbf{p})+ \\
& M_{N} \int d \mathbf{p} \psi_{N}^{\dagger}(\mathbf{p}) \psi_{N}(\mathbf{p})  \tag{8}\\
&+\frac{1}{2} \int d \mathbf{k} a^{\dagger}(\mathbf{k}) a(\mathbf{k}) ; \\
& H^{\prime}=-g_{0}(2 \pi)^{-\frac{3}{2}} M_{V} M_{N} \int \frac{d \mathbf{p}}{E_{V}} \int \frac{d \mathbf{k}}{2 \omega E_{N}} f(\omega)  \tag{9}\\
& \times {\left[\psi_{V}^{\dagger}(\mathbf{p}) \psi_{N}(\mathbf{p}-\mathbf{k}) a(\mathbf{k})+a^{\dagger}(\mathbf{k}) \psi_{N}^{\dagger}(\mathbf{p}-\mathbf{k}) \psi_{V}(\mathbf{p})\right] }
\end{align*}
$$

where the commutation rules are

$$
\begin{align*}
{\left[a(\mathbf{k}), a^{\dagger}(\mathbf{q})\right] } & =2 \omega \delta(\mathbf{k}-\mathbf{q}) \\
\left\{\psi_{V}(\mathbf{p}), \psi_{V}^{\dagger}(\mathbf{q})\right\} & =\left(E_{V} / M_{V}\right) \delta(\mathbf{p}-\mathbf{q})  \tag{10}\\
\left\{\psi_{N}(\mathbf{p}), \psi_{N}^{\dagger}(\mathbf{p})\right\} & =\left(E_{N} / M_{N}\right) \delta(\mathbf{p}-\mathbf{q})
\end{align*}
$$

and

$$
\omega^{2}=k^{2}+\mu^{2}
$$

The function $f(\omega)$ is the usual "cutoff" function; $f(\omega) \sim 0$ for large $\omega$, and $g_{0}$ is a real coupling constant. As is customary in Lee-model calculations, because of the sharp cutoff due to $f(\omega)$, the recoil of the heavy $V$ and $N$ particles is ignored. Thus $E_{V}$ and $E_{N}$ will be replaced by $M_{V}$ and $M_{N}$.

The eigenstates of $H$ will be written as $|V, N, \theta\rangle$, corresponding to the three particles of the Lee model, and the eigenstates of $H_{0}$ will be written as

$$
|p, p-k, k\rangle
$$

corresponding to a $V$ particle of momentum $p$, an $N$ particle of momentum $\mathbf{p}-\mathbf{k}$, and a $\theta$ particle of momentum $k$. With the normalization used in the preceding equations, it follows that the configuration representation for the state vectors of $H_{0}$ is

$$
\begin{equation*}
\left\langle x_{1}, x_{2}, 0 \mid 0, p, k\right\rangle=u_{N}\left(\mathbf{p}, \mathbf{x}_{2}\right) u_{\theta}\left(\mathbf{k}, \mathbf{x}_{1}\right) \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
u(\mathbf{q}, \mathbf{y})=(2 \pi)^{-\frac{3}{2}} \exp (i \mathbf{q} \cdot \mathbf{y}) \tag{12}
\end{equation*}
$$

## III. THE $N$, $\theta$ STATE

The solution for the $N, \theta$ sector of the Lee model is well known and has been reproduced in many places. ${ }^{1}$ However, to use the contour integration technique described in the previous section and to discuss decaying states, it is more convenient to rederive the solution by using the idea of the level shift operator. The stable $V$ particle and the $N, \theta$ scattering state can then be discussed from a single point of view.

The starting point is the Lippman-Schwinger form

$$
\begin{align*}
|0, N, \theta\rangle= & {\left[1+(E-H+i \eta)^{-1} H^{\prime}\right](2 \omega)^{-\frac{1}{2}} } \\
& \times|0, p-k, k\rangle  \tag{13}\\
= & \left\{1+\left(E-H_{0}+i \eta\right)^{-1}\right. \\
& \left.\times\left[H^{\prime}+H^{\prime}(E-H+i \eta)^{-1} H^{\prime}\right]\right\}(2 \omega)^{-\frac{1}{2}} \\
& \times|0, p-k, k\rangle, \tag{14}
\end{align*}
$$

where $E=M_{N}+\omega$ and where the factor $(2 \omega)^{-\frac{1}{2}}$ is required by the normalization

$$
\begin{aligned}
&\left\langle p^{\prime}-k^{\prime}, k^{\prime}, 0 \mid 0, p-k, k\right\rangle \\
&=2 \omega \delta\left(\mathbf{p}^{\prime}-\mathbf{k}^{\prime}-\mathbf{p}+\mathbf{k}\right) \delta\left(\mathbf{k}^{\prime}-\mathbf{k}\right)
\end{aligned}
$$

With the help of the relation

$$
\begin{equation*}
H^{\prime}|0, p-k, k\rangle=-(2 \pi)^{-\frac{3}{2}} g_{0} f(\omega)|p, 0,0\rangle, \tag{15}
\end{equation*}
$$

this equation reduces to

$$
\begin{align*}
& (2 \omega)^{\frac{1}{2}}|0, N, \theta\rangle \\
& =|0, p-k, k\rangle-g_{0}(2 \pi)^{-\frac{3}{2}} f(\omega)\left[\left(E-M_{V}+i \eta\right)^{-1}\right. \\
& \left.\quad+\left(E-H_{0}+i \eta\right)^{-1} H^{\prime}(E-H+i \eta)^{-1}\right]|p, 0,0\rangle . \tag{16}
\end{align*}
$$

The product $H^{\prime}(E-\dot{H}+i \eta)^{-1}$ can be written in terms of the level-shift operator $R$ as in Goldberger and Watson ${ }^{6}$ :

$$
\begin{align*}
& H^{\prime}(E-H+i \eta)^{-1}|p, 0,0\rangle \\
& \quad=\frac{R|p, 0,0\rangle}{E-M_{V}-\langle 0,0, p|(R)|p, 0,0\rangle+i \eta} \tag{17}
\end{align*}
$$

where $R$ is defined as
$R \mid p, 0,0$ )
$=\left[H^{\prime}+H^{\prime} P_{V}\left(E-H_{0}-P_{V} H^{\prime} P_{V}\right)^{-1} P_{V} H^{\prime}\right]|p, 0,0\rangle$.
$P_{V}$ is the projection operator

$$
\begin{equation*}
P_{V}=1-\int d \mathbf{p}|p, 0,0\rangle\langle 0,0, p| \tag{19}
\end{equation*}
$$

which projects out the $V$ particle, and the reduced matrix element is defined in general by

$$
\begin{aligned}
& \left\langle k, p^{\prime}-k, p^{\prime}\right| \Theta|p, p-k, k\rangle \\
& \quad=\delta\left(\mathbf{p}^{\prime}-\mathbf{p}\right)\langle k, p-k, p|(\mathcal{O})|p, p-k, k\rangle .
\end{aligned}
$$

For the $N, \theta$ sector, the only other state is $|0, p-k, k\rangle$ so that

$$
\begin{equation*}
P_{V}=\int d \mathrm{p} \frac{d \mathbf{k}}{2 \omega}|0, p-k, k\rangle\langle k, p-k, 0| . \tag{20}
\end{equation*}
$$

To complete the solution the matrix elements $\langle k, p-k, 0|(R)|p, 0,0\rangle$ and $\langle 0,0, p|(R)|p, 0,0\rangle$ must be evaluated. The first follows directly from Eq. (18) and the communtation relations. This gives

$$
\begin{equation*}
\langle k, p-k, 0|(R)|p, 0,0\rangle=-(2 \pi)^{-\frac{1}{2}} g_{0} f(\omega) \tag{21}
\end{equation*}
$$

[^77]The second follows from the dispersion relation

$$
\begin{align*}
& R_{p}(E) \\
& \equiv\langle 0,0, p|(R)|p, 0,0\rangle \\
&=D(E)-i I(E)  \tag{22}\\
&=\langle 0,0, p|(H)|p, 0,0\rangle-\pi^{-1} \int_{\mu}^{\infty} \frac{d \omega I\left(M_{N}+\omega\right)}{\omega+M_{N}-E-i \eta} \tag{23}
\end{align*}
$$

where, as is shown in Goldberger and Watson, ${ }^{6}$

$$
\begin{align*}
I(E) & =\lim _{\eta \rightarrow 0} \eta \int \frac{d k}{2 \omega} \frac{|\langle k, p-k, 0|(R)| p, 0,0\rangle\left.\right|^{2}}{\left(E-M_{N}-\omega\right)^{2}+\eta^{2}},  \tag{24a}\\
E & \geq M_{N}+\omega
\end{align*}
$$

$I(E)=0, \quad E<M_{N}+\omega$,
and

$$
\begin{align*}
D(E)=\langle 0,0, p| & \left(H^{\prime}\right)|p, 0,0\rangle \\
& -\pi^{-1} P \int_{\mu}^{\infty} d \omega \frac{I\left(M_{N}+\omega\right)}{\omega+M_{N}-E} . \tag{24b}
\end{align*}
$$

From Eq. (21) it then follows that

$$
\begin{array}{ll}
I(E)=(4 \pi)^{-1} g_{0}^{2} k f^{2}(\omega), & E \geq M_{M}+\omega, \\
I(E)=0, & E<M_{N}+\omega . \tag{25}
\end{array}
$$

Since the matrix element of $H^{\prime}$ in Eq. (23) vanishes, Eq. (25) leads to the result

$$
\begin{equation*}
R_{p}(E)=-(2 \pi)^{-2} g_{0}^{2} \int_{\mu}^{\infty} d \omega \frac{k f^{2}(\omega)}{\omega+M_{N}-E-i \eta} \tag{26a}
\end{equation*}
$$

or, for the continuation into the second sheet,

$$
\begin{equation*}
R_{p}(E)=-(2 \pi)^{-2} g_{0}^{2} \int_{C} d \omega \frac{k f^{2}(\omega)}{\omega+M_{N}-E}, \tag{26b}
\end{equation*}
$$

where $C$ extends from $\mu$ to $\infty$ going below the pole in the integrand. Except for a sign, the function $F\left(E-M_{N}\right)$ defined by Kallen ${ }^{1}$ is expressed by Eq. (26a).
By interposing a complete set of states to the left of $R_{\boldsymbol{p}}$ in Eq. (16) and using Eqs. (21) and (22), the $N, \theta$ solution is found to be
$(2 \omega)^{\frac{1}{2}}|0, N, \theta\rangle=|0, p-k, k\rangle$

$$
\begin{align*}
& -\frac{(2 \pi)^{-\frac{3}{2}} g_{0} f(\omega)}{E-M_{V}-R_{p}(E)+i \eta}\left[|p, 0,0\rangle-(2 \pi)^{-\frac{z}{2}} g_{0}\right. \\
& \left.\quad \times \int \frac{(d \mathbf{E} / 2 \bar{\omega}) f(\bar{\omega})}{E-M_{N}-\bar{\omega}+i \eta}|0, p-\bar{k}, \bar{k}\rangle\right] \tag{27}
\end{align*}
$$

where $\bar{\omega}=\omega(\bar{k})$.

## IV. THE STABLE $V$ PARTICLE

It is readily seen from Eq. (26) that $R_{p}(E)$ is real if $E<\mu+M_{N}$. Recalling that $E=\omega+M_{N}$, this implies that $\omega<\mu$ or that $k$ is imaginary for these values. This corresponds to a bound-state pole in the state vector $|0, N, \theta\rangle$ if $E=M_{V}+R_{p}(E)$ in this region. If one assumes this is the case, then, since Eq. (27) represents a solution for all $k$, it follows that the contour integral

$$
\begin{equation*}
|V, 0,0\rangle=\oint_{C} d k B(k)|0, N, \theta\rangle \tag{28}
\end{equation*}
$$

is also a solution, where $C$ is a contour, arbitrarily small, encircling the pole. If $E_{V}$ is the value of $E$ at the pole,

$$
\begin{equation*}
E_{V}=M_{V}+R_{p}\left(E_{V}\right) \tag{29}
\end{equation*}
$$

Evaluation of Eq. (28) gives

$$
\begin{align*}
& |V, 0,0\rangle=Z^{\frac{1}{2}}\left(E_{V}\right)|p, 0,0\rangle-(2 \pi)^{-\frac{3}{2}} g \\
& \quad \times \int \frac{(d \overline{\mathbf{k}} / 2 \bar{\omega}) f(\bar{\omega})|0, p-\bar{k}, \bar{k}\rangle}{E_{V}-M_{N}-\bar{\omega}+i \eta}, \tag{30}
\end{align*}
$$

where $Z\left(E_{V}\right)$ is the normalization constant

$$
\begin{align*}
Z^{-1}\left(E_{V}\right) & =1+(2 \pi)^{-2} g_{0}^{2} \int_{\mu}^{\infty} \frac{d \omega k f^{2}(\omega)}{\left(E_{V}-M_{N}-\omega\right)^{2}} \\
& =1-\frac{d R_{p}\left(E_{V}\right)}{d E_{V}} \tag{31}
\end{align*}
$$

and $g$ is the renormalized coupling constant

$$
\begin{equation*}
g^{2}=Z\left(E_{V}\right) g_{0}^{2} \tag{32}
\end{equation*}
$$

This is the usual stable $V$-particle solution ${ }^{1}$ with $R_{p}\left(E_{V}\right)$ corresponding to the mass renormalization term

$$
\begin{align*}
\delta m & =E_{V}-M_{V} \\
& =-Z^{-1}\left(E_{V}\right) g^{2}(2 \pi)^{-2} \int_{\mu}^{\infty} \frac{d \omega k f^{2}(\omega)}{\omega+M_{V}-E_{V}} \tag{33}
\end{align*}
$$

as can be seen from Eqs. (26) and (32).

## V. $N, \theta$ RESONANT SCATTERING

If the resonance has a narrow width, then, at the appropriate energies, an unstable state will be formed which will subsequently decay into an $N$ particle and an $\theta$ particle. The probability that those particles are observed at large distances from the scattering region should depend upon time according to the usual decay rule $\left[1-\exp \left(-\Gamma t^{\prime}\right)\right]$, where $t^{\prime}$ is the time at which the unstable state decays. To show that this is indeed the case, it is appropriate to use the configuration representation.

If $\mathbf{x}_{2}$ and $\mathbf{x}_{1}$ are the position vectors of the $\theta$ and $N$ particles, respectively, then the probability that these particles are at these positions can be obtained, according to Eq. (11), from the amplitude

$$
\begin{align*}
\varphi\left(\mathbf{x}_{2}, \mathbf{x}_{1}\right) \equiv & \left\langle x_{2}, x_{1}, 0 \mid 0, N, \theta\right\rangle \\
= & u_{N}\left(\mathbf{p}-\mathbf{k}, \mathbf{x}_{1}\right) u_{\theta}\left(\mathbf{k}, \mathbf{x}_{2}\right)(2 \omega)^{-\frac{1}{2}} \\
& +\frac{(2 \pi)^{-3}(2 \omega)^{-\frac{1}{2}} g_{0}^{2} f(\omega)}{E-M_{V}-R_{p}(E)+i \eta} \\
& \times \int \frac{(d \overline{\mathbf{k}} / 2 \bar{\omega}) f(\bar{\omega}) u_{N}\left(\mathbf{p}-\overline{\mathbf{k}}, \mathbf{x}_{1}\right) u_{\theta}\left(\overline{\mathbf{k}}, \mathbf{x}_{2}\right)}{E-M_{N}-\bar{\omega}+i \eta} \tag{34}
\end{align*}
$$

The algebra is greatly simplified without loss of physical content by choosing the wavepacket for the $N$ particle considerably smaller in spatial extent than the wavepacket of the $\theta$ particle. With this approximation, $\mathbf{x}_{1}$ can be taken equal to zero so that the $N$ particle is "nailed down" at the origin. After completing the angular integration, the scattering solution becomes

$$
\begin{align*}
& \varphi\left(\mathbf{x}_{2}, 0\right)=(2 \pi)^{-\frac{3}{2}}(2 \omega)^{-\frac{1}{2}} \\
& \times\left[u_{\theta}\left(\mathbf{k}, \mathbf{x}_{2}\right)+\frac{(2 \pi)^{-\frac{7}{2}} g_{0}^{2} f(\omega)\left(i x_{2}\right)^{-1}}{E-M_{V}-R_{p}(E)+i \eta}\right. \\
&\left.\times \int_{-\infty}^{\infty} \frac{(d \bar{k} / 2 \bar{\omega}) \bar{k} f(\bar{\omega}) \exp \left(i \bar{k} x_{2}\right)}{E-M_{N}-\bar{\omega}+i \eta}\right] \tag{35}
\end{align*}
$$

where $x_{2}=\left|\mathbf{x}_{2}\right|$. The solution as a function of time is

$$
\begin{equation*}
\psi\left(\mathbf{x}_{2}, t\right)=\int_{\mathcal{C}} d \mathbf{k} a(\mathbf{k}) \varphi\left(\mathbf{x}_{2}, 0\right) \exp (-i E t) \tag{36}
\end{equation*}
$$

where $\mathcal{C}$ must be chosen to eliminate the second term of Eq. (35) when $t=0$.

The contour which will accomplish this purpose is shown in Fig. 1 along with the singularities of $\varphi\left(\mathbf{x}_{2}, 0\right)$. The discussion which follows is based on the assumption that the $\theta$ particle is nonrelativistic, as is appropriate since recoil of the heavy particles is ignored. The resonant and bound-state singularities, assumed here to be simple poles, arise from the vanishing of the


Fig. 1. The contour $C$ and the singularities of $\varphi\left(\mathbf{x}_{2}, 0\right)$ in the $k$ plane.
denominator $E-M_{V}-R_{p}(E)$. By convention, $E+$ $i \eta$ is chosen on the first sheet of $R_{p}(E)$ and hence on the first sheet of $\varphi\left(\mathbf{x}_{2}, 0\right)$. This corresponds to values of $k$ in the upper $k$ plane. If $E=M_{V}+R_{p}(E)$ for values (real $E)>M_{N}+\omega$, it is easily shown that $\varphi\left(\mathbf{x}_{2}, 0\right)$ has singularities, corresponding to the resonance singularities, in the second sheet at

$$
E=M_{V}+D(E) \pm i I(E)
$$

or in the third and fourth quadrant of the $k$ plane as shown in Fig. 1. Except for these singularities, these functions are analytic. The contour must also exclude any singularities of $f(\omega)$ which are in the upper $k$ plane. Also, to eliminate the second term of $\varphi\left(\mathbf{x}_{2}, 0\right)$ at $t=0$ requires the assumption that $f(\omega)$ has appropriate properties along the infinite arc. It should be noted that the quantity $\eta$ in Eq. (36) can be set equal to zero with the understanding that $E$ corresponds to values of $k$ in the upper $k$ plane.

For the scattering solution, only terms proportional to $\left(1 / x_{2}\right)$ need be retained. Therefore only the contribution from the simple pole at $\bar{k}=k+i \eta$ in the integrand of Eq. (35) need be considered. For large $x_{2}, \varphi\left(\mathbf{x}_{2}, 0\right)$ then is

$$
\begin{align*}
& \varphi\left(\mathbf{x}_{2}, 0\right)_{x_{2} \rightarrow \infty}=(2 \pi)^{-3}(2 \omega)^{-\frac{1}{2}} \\
& \quad \times\left[\exp \left(i \mathbf{k} \cdot \mathbf{x}_{2}\right)-\frac{\left(4 \pi x_{2}\right)^{-1} g_{0}^{2} f^{2}(\omega) \exp \left(i k x_{2}\right)}{E-M_{V}-R_{p}(E)+i \eta}\right] \tag{37}
\end{align*}
$$

or, in terms of spherical harmonics,

$$
\begin{align*}
& \varphi\left(\mathbf{x}_{2}, 0\right)_{x_{2} \rightarrow \infty}=2(2 \pi)^{-2}(2 \omega)^{-\frac{1}{2}} \Sigma_{l m} Y_{l m}^{*}(\hat{k}) Y_{l m}\left(\hat{x}_{2}\right) i^{l} \\
& \quad \times\left[j_{l}\left(k x_{2}\right)-\frac{\delta_{l 0} g_{0}^{2} f^{2}(\omega)\left(4 \pi x_{2}\right)^{-1} \exp \left(i k x_{2}\right)}{E-M_{V}-R_{p}(E)+i \eta}\right] \tag{38}
\end{align*}
$$

It is readily shown ${ }^{5}$ that the initial wavepacket can be expanded in terms of radial functions according to

$$
\begin{equation*}
\psi\left(\mathbf{x}_{2}, 0\right)=\Sigma_{l m} \int_{-\infty}^{\infty} d k k^{2} a_{l m}\left(\mathbf{k}, \mathbf{k}_{0}, \mathbf{x}_{0}\right) j_{l}\left(k x_{2}\right) Y_{l m}\left(\hat{x}_{2}\right) \tag{39}
\end{equation*}
$$

where $\mathbf{x}_{0}$ and $\mathbf{k}_{0}$ are the average position and momentum of the packet at $t=0$. If the over-all factors of Eq. (38) are absorbed in the coefficient $a_{l m}$, the scattering solution at any time $t$ is

$$
\begin{align*}
& \psi\left(\mathbf{x}_{2}, t\right)_{x_{2} \rightarrow \infty}=\Sigma_{l m} \int_{-\infty}^{\infty} k^{2} d k a_{l m}\left(\mathbf{k}, \mathbf{k}_{0}, \mathbf{x}_{0}\right) j_{l}\left(k x_{2}\right) \\
& \quad \times Y_{l m}\left(\hat{x}_{2}\right) \exp (-i E t)-g_{0}^{2}\left(4 \pi x_{2}\right)^{-1} \Sigma_{l m} \delta_{l, 0} \\
& \quad \times \int_{\mathrm{C}} k^{2} d k f^{2}(\omega) a_{l m}\left(\mathbf{k}, \mathbf{k}_{0}, \mathbf{x}_{0}\right) \frac{Y_{l m}\left(\hat{x}_{2}\right) \exp i\left(k x_{2}-E t\right)}{E-M_{V}-R_{p}(E)} \tag{40}
\end{align*}
$$

Therefore the scattered packet is given by

$$
\begin{align*}
\psi_{s}\left(\mathbf{x}_{2}, t\right)= & -g_{0}^{2}(4 \pi)^{-\frac{3}{2}} x_{2}^{-1} \\
& \times \int_{\mathbb{C}} \frac{k^{2} d k f^{2}(\omega) a_{00} \exp i\left(k x_{2}-E t\right)}{E-M_{V}-R_{p}(E)} \tag{41}
\end{align*}
$$

The denominator in the integrand vanishes for $R_{p}(E)$ real only if there are bound states and the singularities are on the imaginary $k$ axis. If this is the case, the mathematical mass $M_{V}$, which is not a measurable quantity, can be expressed as a function of the bound-state energy through Eqs. (26) and (29):

$$
\begin{align*}
E-M_{V}-R_{p}(E) & =E-E_{V}+R_{p}\left(E_{V}\right)-R_{p}(E) \\
& =\left(E-E_{V}\right) Z^{-1}(E) \tag{42}
\end{align*}
$$

where

$$
\begin{align*}
& Z^{-1}(E)=1+g_{0}^{2}(2 \pi)^{-2} \\
& \quad \times \int_{\mu}^{\infty} \frac{d \bar{\omega} \bar{k} f^{2}(\bar{\omega})}{\left(\bar{\omega}+M_{N}-E_{V}\right)\left(\bar{\omega}+M_{N}-E-i \eta\right)} \tag{43}
\end{align*}
$$

Note that $Z\left(E_{V}\right)$ is the residue of the denominator in Eq. (41) which accounts for the second equation given in Eq. (31).

In terms of renormalized quantities, the scattered packet is

$$
\begin{align*}
& \psi_{s}\left(\mathbf{x}_{2}, t\right)=-(4 \pi)^{-\frac{3}{2}} g^{2} x_{2}^{-1} \\
& \quad \times \int_{\mathcal{C}} \frac{k^{2} d k f^{2}(\omega) a_{00}}{E-E_{V}}\left[Z(E) / Z\left(E_{V}\right)\right] \exp i\left(k x_{2}-E t\right) \tag{44}
\end{align*}
$$

Because of the ratio $Z(E) / Z\left(E_{V}\right)$, Eq. (44) is finite in the point-interaction limit, $f(\omega) \rightarrow 1 .{ }^{7}$

The denominator in the integrand of Eq. (41) vanishes for $R_{p}(E)$ complex only if there are resonant states. If the singularity is a simple pole, the denominator vanishes when

$$
\begin{equation*}
E_{V}^{\prime}=M_{V}+R_{p}\left(E_{V}^{\prime}\right) \tag{45}
\end{equation*}
$$

where $E_{V}^{\prime}$ is the complex eigenvalue of $H,{ }^{8}$

$$
\begin{equation*}
E_{V}^{\prime}=E_{R}-i\left(\frac{1}{2} \Gamma\right) \tag{46}
\end{equation*}
$$

$E_{R}$ is the center of the resonance; $\frac{1}{2} \Gamma$ is the observed half-width; and the definition in Eq. (26b) must be used to define $R_{p}\left(E_{V}^{\prime}\right)$. In parallel to the bound-state case, Eq. (45) can be used to eliminate $M_{V}$ in terms of the measurable quantities $E_{R}$ and $\Gamma$. Thus,

$$
\begin{equation*}
E-M_{V}-R_{p}(E)=Z^{\prime-1}(E)\left(E-E_{V}^{\prime}\right) \tag{47}
\end{equation*}
$$

[^78]where here $E_{V}^{\prime}$ replaces $E_{V}$ in Eq. (43) giving
\[

$$
\begin{align*}
Z^{\prime-1}(E)= & 1+g_{0}^{2}(2 \pi)^{-2} \\
& \times \int_{C} \frac{d \omega k f^{2}(\omega)}{\left(\omega+M_{N}-E_{V}^{\prime}\right)\left(\omega+M_{N}-E\right)} \tag{48}
\end{align*}
$$
\]

where $C$ extends from $\omega=\mu$ to $\omega=\infty$ and goes below both simple poles in the integrand. The scattered solution now becomes

$$
\begin{align*}
& \psi_{s}\left(\mathbf{x}_{2}, t\right)=-(4 \pi)^{-\frac{3}{2}} g^{2} x_{2}^{-1} \exp \left[i \delta\left(E_{V}^{\prime}\right)\right] \\
& \quad \times \int_{\mathrm{C}} \frac{d k k^{2} f^{2}(\omega) a_{00}}{E-E_{V}^{\prime}}\left[Z^{\prime}(E) / Z^{\prime}\left(E_{V}^{\prime}\right)\right] \exp i\left(k x_{2}-E t\right) \tag{49}
\end{align*}
$$

where

$$
\begin{equation*}
g^{2}=g_{0}^{2}\left|Z^{\prime}\left(E_{V}^{\prime}\right)\right| \tag{50}
\end{equation*}
$$

and $\delta$ is defined by

$$
\begin{equation*}
Z^{\prime}(E)=\left|Z^{\prime}(E)\right| \exp i \delta(E) \tag{51}
\end{equation*}
$$

Because the scattering solution is independent of the phase $\delta$, the measured coupling constant will depend only on the absolute value as defined in Eq. (50). As was previously the case for $Z\left(E_{V}\right), Z^{\prime}\left(E_{V}^{\prime}\right)$ is the residue of the denominator in Eq. (41):

$$
Z^{\prime}\left(E_{V}^{\prime}\right)=1-\frac{d R_{p}\left(E_{V}^{\prime}\right)}{d E_{V}^{\prime}}
$$

Thus, as $E_{V}^{\prime} \rightarrow E_{V}$, it follows that $Z^{\prime}\left(E_{V}^{\prime}\right) \rightarrow Z\left(E_{V}\right)$, as is to be expected if a single analysis is to describe both the stable and unstable cases. The solution given in Eq. (49) is simply the analytic continuation of the stable solution given in Eq. (44).

Equations (45) and (47) can be used to show that $I(E)$ is related to the half-width by the relation

$$
\begin{equation*}
I(E)=\frac{1}{2} \Gamma\left|Z^{\prime}(E)\right|^{-1} \cos \delta(E) \tag{52}
\end{equation*}
$$

For scattering in the vicinity of a very narrow resonance, it is usually assumed that $I(E)$ is slowly varying and that it can be replaced by

$$
I\left(E_{R}\right)=\frac{1}{2} \Gamma_{0},
$$

the unrenormalized half-width. In this limit, to lowest order in $g_{0}^{2}$,

$$
\begin{equation*}
\frac{1}{2} \Gamma=\frac{1}{2} \Gamma_{0}\left|Z^{\prime}\left(E_{V}^{\prime}\right)\right|, \tag{53}
\end{equation*}
$$

as is to be expected. To show the exponential decay of the scattering solution, it is necessary to consider Eq. (49) in this limit. As a result, $\psi_{s}\left(\mathrm{x}_{2}, t\right)$ becomes

$$
\begin{align*}
& \psi_{s}\left(\mathbf{x}_{2}, t\right)=-(4 \pi)^{-\frac{3}{2}} g^{2} x_{2}^{-1} \\
& \times \int_{\mathrm{C}} \frac{d k k^{2} f(\omega) a_{00} \exp i\left(k x_{2}-E t\right)}{E-E_{R}+\frac{1}{2} i \Gamma}+O\left(\mu \Gamma / k_{R}^{2}\right) . \tag{54}
\end{align*}
$$

The simplest incident wave that satisfies the assumptions already made with regard to spatial extent is a semi-infinite one-dimensional wavetrain

$$
\begin{equation*}
\psi\left(\mathbf{x}_{2}, 0\right)=\Theta\left(\hat{\mathbf{x}}_{0} \cdot \mathbf{x}_{2}-x_{0}\right) \exp \left[i k_{0}\left(x_{0}-\hat{\mathbf{x}}_{0} \cdot \mathbf{x}_{2}\right)\right] \tag{55}
\end{equation*}
$$

To establish this function as the initial condition for the scattering solution given in Eq. (35) requires that

$$
\begin{align*}
\psi\left(\mathbf{x}_{2}, 0\right) & =\int_{\mathbb{C}} d \mathbf{k} A(\mathbf{k})\left\langle x_{2}, x_{1}, 0 \mid 0, N, \theta\right\rangle \\
& =\int d \mathbf{k}(2 \omega)^{-\frac{1}{2}} A(\mathbf{k})\left\langle x_{2}, x_{1}, 0 \mid 0, p-k, k\right\rangle \tag{56}
\end{align*}
$$

For $\mathbf{x}_{1}=0$ and $\mathbf{x}_{0}$ chosen in the $-\hat{z}$ direction,

$$
\begin{equation*}
A(\mathbf{k})=\frac{i(2 \pi)^{2}(2 \omega)^{\frac{1}{2}} \delta\left(k_{x}\right) \delta\left(k_{y}\right) \exp \left(i k_{z} x_{0}\right)}{k_{z}-k_{0}+i \epsilon} \tag{57}
\end{equation*}
$$

or, after integration over $k_{x}$ and $k_{y}$,

$$
\begin{align*}
\psi\left(\mathbf{x}_{2}, 0\right)= & -(2 \pi i)^{-1} \int_{-\infty}^{\infty} d k\left(k-k_{0}+i \epsilon\right)^{-1} \\
& \times \exp \left[i k\left(x_{0}-\hat{\mathbf{x}}_{0} \cdot \mathbf{x}_{2}\right)\right] \\
= & 2 i \Sigma_{l m}(-i)^{l} Y_{l m}^{*}\left(\hat{x}_{0}\right) Y_{l m}\left(\hat{x}_{2}\right) \\
& \times \int_{-\infty}^{\infty} \frac{d k j_{l}\left(k x_{2}\right) \exp \left(i k x_{0}\right)}{k-k_{0}+i \epsilon} \tag{58}
\end{align*}
$$

Identification with Eq. (39) shows that

$$
\begin{align*}
& a_{00}\left(\mathbf{k}, \mathbf{k}_{0}, \mathbf{x}_{0}\right) \\
& \quad=2 i(4 \pi)^{-\frac{1}{2}} k^{-2}\left(k-k_{0}+i \epsilon\right)^{-1} \exp \left(i k x_{0}\right) \tag{59}
\end{align*}
$$

The resonant scattering solution then takes the form

$$
\begin{aligned}
\psi_{s}\left(\mathbf{x}_{2}, t\right)=-4 & \mu i x_{2}^{-\frac{1}{2}} g^{2}(4 \pi)^{-2} \\
& \times \int_{\mathcal{C}} \frac{d k f^{2}(\omega) \exp i\left[k\left(x_{2}+x_{0}\right)-E t\right]}{\left(k-k_{1}\right)\left(k-k_{2}\right)\left(k-k_{0}+i \epsilon\right)},
\end{aligned}
$$

where $k_{1}$ and $k_{2}$ are defined by

$$
\begin{aligned}
& \left(\frac{1}{2} \mu\right)\left(k-k_{1}\right)\left(k-k_{2}\right) \\
& \quad=\left(k^{2} / 2 \mu\right)+M_{N}+\mu-E_{R}+\frac{1}{2} i \Gamma
\end{aligned}
$$

This integral can now be evaluated using the asymptotic integration procedure developed previously. ${ }^{9}$ The contour $\mathcal{C}$ can be distorted from the real $k$ axis to the contour shown in Fig. 2. The $45^{\circ}$ line represents the line of steepest descent, giving negligible contribution to the original integral. Consequently, the only contribution arises from the encircled poles at $k_{0}$ and $k_{1}$.

[^79]

Fig. 2. The distorted contour in the $k$ plane.
The result is

$$
\begin{align*}
& \psi_{s}\left(x_{2}, t\right) \\
&=-\frac{\left(4 \pi x_{2}\right)^{-\frac{1}{k}} g^{2} f^{2}\left(\omega_{0}\right)}{E_{0}-E_{R}+\frac{1}{2} i \Gamma} \\
& \quad \times\left\{\exp i\left[k_{0}\left(x_{2}+x_{0}\right)-E_{0} t\right] \Theta\left(\left(k_{0} / \mu\right) t-x_{2}-x_{0}\right)\right. \\
&-\exp \left[\left(-\frac{1}{2} \Gamma\left(t^{\prime}-t_{0}\right)\right] \exp i\left[k_{R}\left(x_{2}+x_{0}\right)-E_{R} t\right]\right. \\
&\left.\times \Theta\left(\left(k_{R} / \mu\right) t-x_{2}-x_{0}\right)\right\}+x_{2}^{-\frac{1}{2}} O\left(\mu \Gamma / k_{R}^{2}\right), \quad(60) \tag{60}
\end{align*}
$$

where the retarded time $t^{\prime}$ is given by

$$
\begin{equation*}
t^{\prime}=t-\mu x_{2} / k_{R} \tag{61}
\end{equation*}
$$

and

$$
\begin{align*}
\omega_{0} & =\omega\left(k_{0}\right), \quad E_{0}=E\left(k_{0}\right), \\
t_{0} & =\left(\mu x_{0} / k_{R}\right) \cong\left(\mu x_{0} / k_{0}\right) . \tag{62}
\end{align*}
$$

In deriving this equation use is made of the relation $\left|k_{0}-k_{R}\right| \sim \mu \Gamma / k_{R}$, which is required because of the assumptions made in arriving at Eq. (53). The asymptotic procedure used to solve the integral in Eq. (54) does not strictly apply when the $45^{\circ}$ contour is very close to the poles. Thus $k_{0}$ should be replaced by $k_{R}$ in the argument of the first step function to be consistent with the approximation already made.

The second term of Eq. (60), ${ }^{10}$ which clearly represents the decay of the unstable $V$ particle, implicitly contains the scattering distance $x_{2}+x_{0}$ in the damping exponential. To be consistant with the scattering solution, $\exp -\frac{1}{2} \Gamma\left(t^{\prime}-t_{0}\right) \gg x_{2}^{-1}$. Substitution for $t$ in this expression from the argument of the appropriate step function gives the largest value of the exponential (i.e., the smallest value for $t$ ) as

$$
\begin{equation*}
\exp -\left[\left(\mu^{2} \Gamma^{2} / 4 k_{R}^{3}\right)\left(x_{2}+x_{0}\right)\right] \gg x_{2}^{-1} . \tag{63}
\end{equation*}
$$

Rearranging this expression gives

$$
\begin{equation*}
\left(2 \mu \Gamma / k_{R}^{2}\right)^{2} \ll 16\left[k_{R}\left(x_{2}+x_{0}\right)\right]^{-1} \ln x_{2} \tag{64}
\end{equation*}
$$

[^80]as a measure of the validity of $\psi_{8}$. For larger values of $\Gamma$, the second term of Eq. (60) should be dropped. The scattering cross section, which can be calculated from the incident and scattered currents in the usual way, is, for $t>t_{0}$,
\[

$$
\begin{align*}
&\left.\frac{d \sigma}{d \Omega}=\frac{(4 \pi)^{-2} g^{4} f^{4}\left(\omega_{0}\right)}{\left(E_{0}-\right.} E_{R}\right)^{2}+\frac{1}{4} \Gamma^{2} \\
& \times\left\{1-2 \cos \left[\left(E_{0}-E_{R}\right)\left(t^{\prime}-t_{0}\right)\right]\right. \\
& \times \exp \left[-\frac{1}{2} \Gamma\left(t^{\prime}-t\right)\right] \\
&\left.+\exp -\Gamma\left(t^{\prime}-t_{0}\right)+O\left(\mu \Gamma / k_{R}^{2}\right)\right\} \tag{65}
\end{align*}
$$
\]

where

$$
\begin{aligned}
\cos \left[\left(k_{0}-k_{R}\right)\left(x_{2}+x_{0}\right)-\right. & \left.\left(E_{0}-E_{R}\right) t\right] \\
& \cong \cos \left[\left(E_{0}-E_{R}\right)\left(t^{\prime}-t_{0}\right)\right]
\end{aligned}
$$

For the limit $\left(t^{\prime}-t_{0}\right) \rightarrow \infty$, this result is what one expects for an $S$-matrix calculation for $N, \theta$ scattering where the cross section is defined as ${ }^{11}$

$$
\begin{equation*}
d \sigma=\iint \frac{(2 \pi)^{4} \delta\left(p_{f}-p_{i}\right)\left|R_{f i}\right|^{2}}{\rho_{N} \rho_{\theta}\left|\mathbf{v}_{N}-\mathbf{v}_{\theta}\right|} \frac{d \mathbf{p}}{(2 \pi)^{3} \rho_{N}} \frac{d \mathbf{k}}{(2 \pi)^{3} \rho_{\theta}}, \tag{66}
\end{equation*}
$$

where the particle densities are

$$
\begin{align*}
\rho_{\theta} & =2 \omega(2 \pi)^{-3} \\
\rho_{N} & =\left(E_{N} / M_{N}\right)(2 \pi)^{-3} \tag{67}
\end{align*}
$$

and

$$
\begin{equation*}
S_{f i}=-(2 \pi)^{4} i \delta\left(p_{f}-p_{i}\right) R_{f i} \tag{68}
\end{equation*}
$$

The time dependence of Eq. (65) is exactly that for the decay of a prepared unstable state of mean life $\Gamma^{-1}$ as calculated by Goldberger and Watson. ${ }^{6}$ Thus the cross section represents the elastic scattering of $N, \theta$ particles via the formation of an intermediate unstable state which subsequently decays.
Since it is assumed that the resonance width is very narrow, it is appropriate in finding the transition rate per unit volume to integrate the incident beam energies over the resonance spectrum

$$
\begin{equation*}
\frac{d N}{d t}=\rho_{N} \int d \Omega \int d \omega_{0} W\left(\omega_{0}\right) \rho_{\theta} \frac{k}{\omega_{0}} d \sigma / d \Omega \tag{69}
\end{equation*}
$$

where $W\left(\omega_{0}\right)$ is the spectral distribution of the incident $\theta$ particles. The result is

$$
\begin{align*}
& \frac{d N}{d t}=W\left(\omega_{R}\right) \rho_{N} k_{R} g^{4} f^{4}\left(\omega_{R}\right)(2 \pi)^{-3} \Gamma^{-1} \\
& \times\left\{1-\exp -\left[\Gamma\left(t^{\prime}-t_{0}\right)\right]\right\} \tag{70}
\end{align*}
$$

[^81]where the integral relations
\[

$$
\begin{align*}
& \int\left(d \omega_{0} / \omega_{0}\right) k \rho_{\theta} W\left(\omega_{0}\right)\left[\left(E_{0}-E_{R}\right)^{2}+\left(\frac{1}{2} \Gamma\right)^{2}\right]^{-1} \\
& \quad \cong 2 k_{R} \Gamma^{-1} W\left(\omega_{R}\right)(2 \pi)^{-2}, \\
& \int \frac{\left(d \omega_{0} / \omega_{0}\right) k \rho_{\theta} W\left(\omega_{0}\right) \cos \left[\left(E_{0}-E_{R}\right)\left(t^{\prime}-t_{0}\right)\right]}{\left(E_{0}-E_{R}\right)^{2}+\left(\frac{1}{2} \Gamma\right)^{2}} \\
& \quad \cong 2 k_{R} \Gamma^{-1} W\left(\omega_{R}\right)(2 \pi)^{-2} \exp \left[-\frac{1}{2} \Gamma\left(t^{\prime}-t_{0}\right)\right] \tag{71}
\end{align*}
$$
\]

have been used.
The quantity $\Gamma^{-1}$ can be eliminated by using Eqs. (25) and (52), so that

$$
\begin{equation*}
\frac{d N}{d t}=\rho_{N} W\left(\omega_{R}\right) g^{2} f^{2}\left(\omega_{R}\right)(2 \pi)^{-2}\left[1-\exp -\Gamma\left(t^{\prime}-t_{0}\right)\right] \tag{72}
\end{equation*}
$$

or, in terms of matrix elements,

$$
\begin{array}{r}
\left.\frac{d N}{d t}=2 \pi W\left(\omega_{R}\right) \rho_{N}\left|\left\langle k_{R}, p-k_{R}, 0\right|(R)\right| p, 0,0\right\rangle\left._{D}\right|^{2} \\
\times\left[1-\exp -\Gamma\left(t^{\prime}-t_{0}\right)\right], \tag{73}
\end{array}
$$

where $|p, 0,0\rangle_{D}$ is the dressed mathematical state

$$
|p, 0,0\rangle_{D}=\left|Z^{\prime}\left(E_{V}^{\prime}\right)\right|^{-\frac{1}{2}}|p, 0,0\rangle .
$$

This is the result for the rate of formation of decay products that should be expected on classical grounds for a beam of particles which begins to form unstable states of mean life $\Gamma^{-1}$ at the time $t_{0}$ at the constant rate $\left.2 \pi W\left(\omega_{R}\right) \rho_{N}\left|\left\langle k_{R}, p-k_{R}, 0\right|(R)\right| p, 0,0\right\rangle\left._{D}\right|^{2-a}$ direct parallel to the quantum-mechanical calculation done here for a semi-infinite wavetrain representing the $\theta$ particle which begins interacting with the $N$ particle at $t_{0}$, interacting continuously thereafter to form unstable $V$-particle states.
Since the rate of decay of the $V$ particle $d \mathcal{N} / d t$ is related to the rate of formation of the $N$ and $\theta$ particles $d N / d t$ by

$$
\begin{aligned}
\frac{d N}{d t} & =-\frac{d \mathcal{N}}{d t} \\
& =\Gamma \mathcal{N},
\end{aligned}
$$

the number of $V$ particles per unit volume present at the time $t^{\prime}$ is deduced as
$\left.\mathcal{N}=2 \pi \rho_{N} W\left(\omega_{R}\right) \Gamma^{-1}\left|\left\langle k_{R}, p-k_{R}, 0\right|(R)\right| p, 0,0\right\rangle\left._{D}\right|^{2}$

$$
\begin{equation*}
\times\left[1-\exp -\Gamma\left(t^{\prime}-t_{0}\right)\right] . \tag{74}
\end{equation*}
$$

## VI. CONFIGURATION REPRESENTATION FOR THE UNSTABLE $v$ PARTICLE

The probability that a $V$ particle will be at the position $\mathbf{x}_{1}$ at the time $t$ can be obtained from the
amplitude

$$
\begin{equation*}
\psi_{V}\left(\mathbf{x}_{1}, t\right)=\int d \mathbf{k} A(\mathbf{k}) \exp (-i E t)\left\langle 0,0, x_{\mathbf{1}} \mid 0, N, \theta\right\rangle \tag{75}
\end{equation*}
$$

Substitution for $|0, N, \theta\rangle$ from Eq. (27) and for $A(\mathbf{k})$ from Eq. (57) gives

$$
\begin{align*}
\psi_{V}\left(\mathbf{x}_{1}, t\right) & =(2 \pi)^{-3}(2 \pi i)^{-1} g_{0} \exp \left(i \mathbf{p} \cdot \mathbf{x}_{1}\right) \\
& \times \int_{\mathcal{C}} \frac{d k f(\omega) \exp i\left(k x_{0}-E t\right)}{\left(k-k_{0}+i \epsilon\right)\left[E-M_{V}-R_{p}(E)\right]}, \tag{76}
\end{align*}
$$

where $\mathcal{C}$ is the contour used previously. It should be noted here that $\psi_{V}\left(\mathbf{x}_{2}, 0\right)=0$, as is appropriate. This expression can be evaluated for large $t$ and $x_{0}$ (recall $\mathrm{x}_{0}$ is the initial position of the leading edge of the incident wave and is therefore asymptotic) with $x_{0} / t$ finite in a manner similar to that used for the scattered wave in the previous section. The result is, for small $\left(\Gamma / k_{R}^{2}\right)$,

$$
\begin{align*}
\psi_{V}\left(\mathbf{x}_{1}, t\right)= & -\frac{(2 \pi)^{-3} g f\left(\omega_{R}\right)}{E_{0}-E_{R}+\frac{1}{2} i \Gamma} \exp \left(i \mathbf{p} \cdot \mathbf{x}_{1}\right) \\
& \times\left\{\Theta\left(\left(\frac{k_{R}}{\mu}\right) t-x_{0}\right) \exp i\left(k_{0} x_{0}-E_{0} t\right)\right. \\
& -\Theta\left(\left(\frac{k_{R}}{\mu}\right) t-x_{0}\right) \exp \left[-\frac{1}{2} \Gamma\left(t-t_{0}\right)\right] \\
& \left.\times \exp i\left(k_{R} x_{0}-E_{R} t\right)\right\}+o\left(\frac{\mu \Gamma}{k_{R}^{2}}\right) . \tag{77}
\end{align*}
$$

The probability density for $t>t_{0}$ is

$$
\begin{align*}
\psi_{V}^{\dagger} \psi_{V}= & \frac{(2 \pi)^{-3} \rho_{N} g^{2} f^{2}\left(\omega_{R}^{2}\right)}{\left(E_{0}-E_{R}\right)^{2}+\frac{1}{4} \Gamma^{2}} \\
& \times\left\{1-\cos \left[\left(E_{R}-E_{0}\right)\left(t-t_{0}\right)\right]\right. \\
& \left.\times \exp \left[-\frac{1}{2} \Gamma\left(t-t_{0}\right)\right]+\exp \left[-\Gamma\left(t-t_{0}\right)\right]\right\} . \tag{78}
\end{align*}
$$

The number of $V$ particles per unit volume follows as

$$
\begin{align*}
\mathcal{N}= & \int d \omega_{0} W\left(\omega_{0}\right) \psi_{V}^{\dagger} \psi_{V} \\
= & \left.2 \pi \rho_{N} W\left(\omega_{R}\right)\left|\left\langle k_{R}, p-k_{R}, 0\right|(R)\right| p, 0,0\right\rangle\left._{D}\right|^{2} \Gamma^{-1} \\
& \times\left\{1-\exp \left[-\Gamma\left(t-t_{0}\right)\right]\right\}, \tag{79}
\end{align*}
$$

in agreement with the result deduced in Eq. (74).

## VII. THE UNSTABLE V-PARTICLE STATE

As pointed out by Levy, ${ }^{4}$ any state that represents the unstable $V$ particle will contain coefficients that depend upon the method of production. On the other hand, once the existence of this state is made
known through a subsequent measurement, the probability for the system being in that state at that instant is unity. Thus the state should be renormalized, thereby making the coefficients independent of the production process.

In the previous section, for a particular set of initial conditions, the appropriate time dependence is obtained for both the production of $N$ and $\theta$ particles and unstable $V$ particles from that part of the $|0, N, \theta\rangle$ state which is not the incident wave, that is, the second and third terms of Eq. (27). Also, only this part of $|0, N, \theta\rangle$ contributes to the stable $V$ particle state derived in Eqs. (28) and (30). This clearly indicates that the state vector for the $V$ particle is

$$
\begin{align*}
|V(t)\rangle= & (2 \pi)^{-\frac{3}{2}} \int d \mathbf{p} \int_{\mathbb{C}} d \mathbf{k} \\
& \times \frac{A(\mathbf{k}, \mathbf{p})(2 \omega)^{-\frac{1}{2}} f(\omega) \exp (-i E t)\{|p, 0,0\rangle}{E-M_{V}-R_{p}(E)} \\
& \left.+g_{0}(2 \pi)^{-\frac{3}{2}} \int \frac{(d \overline{\mathbf{k}} / 2 \bar{\omega}) f(\bar{\omega})}{E-M_{N}-\bar{\omega}}|0, p-\bar{k}, \bar{k}\rangle\right\}, \tag{80}
\end{align*}
$$

where $A(\mathbf{k}, \mathbf{p})$ depends upon the shape of the incident wavepackets for the $N$ and $\theta$ particles, that is, the way in which the $N$ and $\theta$ particles are initially produced, and C is chosen such that $|V(0)\rangle$ vanishes. The rate of decay into $N$ and $\theta$ particles is then obtained from $\left\langle x_{2}, x_{1}, 0 \mid V(t)\right\rangle$ or $\langle k, p-k, 0 \mid V(t)\rangle$, whereas the number of unstable $V$ particles is obtained from $\left\langle 0,0, x_{1} \mid V(t)\right\rangle$ or $\langle 0,0, p \mid V(t)\rangle$. It is obvious that this choice for $|V(t)\rangle$ leads to the solutions previously derived when Eq. (57) is used for $A(\mathbf{k})$ :

$$
A\left(\mathbf{k}, p^{\prime}\right)=A(\mathbf{k}) \delta\left(\mathbf{p}^{\prime}-\mathbf{p}\right)
$$

Since the $V$ particle considered here is not formed for $t<0$, it is not surprising that $\langle V(0) \mid V(0)\rangle=0$. This means, however, that the state cannot be normed in the usual manner. An appropriate normalization, which is very physical, is also considered by Levy. ${ }^{4}$ Since the state can be observed only for asymptotic $t$, that is, a time long compared to the interaction time, it should be normalized in the asymptotic time limit. For example, if $E-M_{V}-R(E)$ has a zero only at $E=E_{V}$ (the bound-state pole) and

$$
\begin{equation*}
A\left(\mathbf{k}, \mathbf{p}^{\prime}\right)=i\left[4 \pi \omega Z\left(E_{V}\right)\right]^{-\frac{1}{2}}[k f(\omega)]^{-1} a(\mathbf{p}) \tag{81}
\end{equation*}
$$

where

$$
\int d \mathbf{p}|a(\mathbf{p})|^{2}=1
$$

then the choice of $\mathcal{C}$ shown in Fig. 1 leads to

$$
\begin{equation*}
\langle V(t) \mid V(t)\rangle_{t \rightarrow \infty}=1 . \tag{82}
\end{equation*}
$$

It is easier to see this result if the integration variable used in Eq. (80) is changed from $k$ to $\omega$. The contour $\mathcal{C}^{\prime}$ in the $\omega$ plane which corresponds to $\mathcal{C}$ is shown in Fig. 3(a). The state $|V(t)\rangle$ then is

$$
\begin{align*}
|V(t)\rangle= & -(2 \pi i)^{-1} Z^{-\frac{1}{2}}\left(E_{V}\right) \\
& \times \int d \mathbf{p} a(\mathbf{p}) \int_{\mathrm{C}^{2}} d \omega \frac{\exp (-i E t)}{E-M_{V}-R_{p}(E)} \\
& \times\left\{|p, 0,0\rangle+g_{0}(2 \pi)^{-\frac{3}{2}} \int \frac{(d \mathbf{k} / 2 \bar{\omega}) f(\bar{\omega})}{E-M_{N}-\bar{\omega}}\right. \\
& \times|0, p-\bar{k}, \bar{k}\rangle\} . \tag{83}
\end{align*}
$$

The asymptotic limit is obtained by rotating the contour $90^{\circ}$ in a clockwise direction, as shown in Fig. 3(b). The integration about the branch point in $R_{p}(E)$ leads to terms with inverse powers of $t$ so that only the pole term contributes in the large-time limit:

$$
\begin{align*}
|V(t)\rangle_{t \rightarrow \infty}= & \int d \mathbf{p} a(\mathbf{p}) \exp \left(-i E_{V} t\right)\left[Z^{\frac{1}{2}}\left(E_{V}\right)|p, 0,0\rangle\right. \\
& \left.+g(2 \pi)^{-\frac{3}{2}} \int \frac{(d \mathbf{k} / 2 \omega) f(\omega)|0, p-k, k\rangle}{E_{V}-M_{N}-\omega}\right] \\
& +O\left(t^{-\frac{3}{2}}\right), \\
|V(t)\rangle=\int & d \mathbf{p} a(\mathbf{p})\left|V_{p}, 0,0\right\rangle \exp \left(-i E_{V} t\right)+O\left(t^{-\frac{3}{-3}}\right) \tag{84}
\end{align*}
$$

a)

b)

c)


Fig. 3. Various contours in the $\omega$ plane: (a) corresponds to the contour $\mathcal{C}$ in the $k$ plane when a bound-state pole is present; (b) the contour used to obtain the asymptotic time equations for the stable case; (c) the contour used to obtain the asymptotic time equations for the unstable case. The pole in the second sheet is explicitly shown.

Therefore, after a long time $t$, the system finds itself in a stable $V$-particle state. Equation (82) then follows directly from the normalization of $\left|V_{p}, 0,0\right\rangle$.

If $E-M_{V}-R(E)$ has a zero at $E=E_{V}^{\prime}$, the pole moves to the second sheet as shown in Fig. 3(c). Correspondingly, if $\left|Z^{\prime-\frac{1}{2}}\left(E_{V}^{\prime}\right)\right|$ is used in Eq. (81) instead of $Z^{-\frac{1}{2}}\left(E_{V}\right)$, the result is

$$
\begin{align*}
\left\langle 0,0, p^{\prime}\right| & V(t)\rangle_{t \rightarrow \infty}=\left[Z^{\prime}\left(E_{V}^{\prime}\right) /\left|Z^{\prime \frac{1}{2}}\left(E_{V}^{\prime}\right)\right|\right] a\left(\mathbf{p}^{\prime}\right) \\
& \times \exp \left(-i E_{R} t\right) \exp \left[-\frac{1}{2} \Gamma t\right]+O\left(t^{-\frac{3}{2}}\right) \tag{85}
\end{align*}
$$

Thus, for small $\Gamma$, the sum over all "dressed" momentum states has the expected exponential decay

$$
\begin{equation*}
\left.\left.\int d \mathbf{p}^{\prime}\right|_{D}\left\langle 0,0, p^{\prime} \mid V(t)\right\rangle\right|^{2}=\exp (-\Gamma t) \tag{86}
\end{equation*}
$$

The projection onto the state $\left|0, p^{\prime}-k^{\prime}, k^{\prime}\right\rangle$ is more complicated because of the extra pole that appears on the real axis in the expression

$$
\begin{align*}
\left\langle k^{\prime}, p^{\prime}-\right. & k^{\prime}, 0|V(t)\rangle \\
= & -(2 \pi i)^{-1}\left|Z^{\prime-\frac{1}{2}}\left(E_{V}^{\prime}\right)\right| a\left(\mathbf{p}^{\prime}\right)(2 \pi)^{-\frac{3}{2}} g_{0} f\left(\omega^{\prime}\right) \\
& \times \int_{\mathcal{C}^{\prime}} \frac{d \omega \exp (-i E t)}{\left(\omega-\omega^{\prime}\right)\left[E-M_{V}-R_{p}(E)\right]} \tag{87}
\end{align*}
$$

For large $t$, this becomes

$$
\begin{align*}
& \left\langle k^{\prime}, p^{\prime}-k^{\prime}, 0 \mid V(t)\right\rangle_{t \rightarrow \infty} \\
& =\frac{(2 \pi)^{-\frac{3}{2}} a\left(\mathbf{p}^{\prime}\right) g_{0} f\left(\omega^{\prime}\right)\left|Z^{\prime-\frac{1}{2}}\left(E_{V}^{\prime}\right)\right|}{\omega^{\prime}+M_{N}-E_{R}-i(\Gamma / 2)} \\
& \quad \times\left\{Z^{\prime}\left(\omega^{\prime}+M_{N}\right) \exp \left[-i\left(\omega^{\prime}+M_{N}\right) t\right]-Z^{\prime}\left(E_{V}^{\prime}\right)\right. \\
& \left.\quad \times \exp \left(-i E_{R} t\right) \exp \left(-\frac{1}{2} \Gamma t\right)\right\}+O\left(t^{-\frac{3}{2}}\right) \tag{88}
\end{align*}
$$

For $\Gamma / E_{R}$ small, the probability for the decay into an $N$ and $\theta$ particle is

$$
\begin{align*}
& \int d \mathbf{p}^{\prime} \int\left(d \mathbf{k}^{\prime} / 2 \omega^{\prime}\right)\left|\left\langle k^{\prime}, p^{\prime}-k^{\prime}, 0 \mid V(t)\right\rangle\right|^{2} \\
& \quad \cong(\Gamma / 2 \pi) \int d \omega \\
& \quad \times \frac{\left[1-2 \cos \left(E-E_{R}\right) t \exp \left(-\frac{1}{2} \Gamma t\right)+\exp (-\Gamma t)\right]}{\left(E-E_{R}\right)^{2}+\left(\frac{1}{2} \Gamma\right)^{2}} \\
& \quad \cong I-\exp (-\Gamma t) \tag{89}
\end{align*}
$$

where the last integral is evaluated similarly to those in Eq. (71). The normalization of $|V(t)\rangle$ follows from Eqs. (86) and (89), since, to lowest order in $g_{0}^{2}$ (small $\Gamma),|p, 0,0\rangle$ can be replaced by $|p, 0,0\rangle_{D}$ in the completeness relation.

It is interesting to note that, for both the stable and unstable case, the state defined by Eq. (83) [with
$Z^{\prime}\left(E_{V}^{\prime}\right)$ for the unstable case] is

$$
\begin{equation*}
|V(t)\rangle=\int d \mathbf{p} a(\mathbf{p}) \exp (-i H t)|p, 0,0\rangle_{D} \tag{90}
\end{equation*}
$$

where $H$ is the Lee-model Hamiltonian. This is readily seen by expanding $|p, 0,0\rangle$ in terms of the complete set of states $|0, N, \theta\rangle$ and $\left|V_{p}, 0,0\right\rangle$. Thus, one has, for the stable case,

$$
|V(t)\rangle=I_{1}+I_{2}
$$

where

$$
\begin{equation*}
I_{1}=\int d \mathrm{p} a(\mathrm{p})\left|V_{p}, 0,0\right\rangle \exp \left(-i E_{V} t\right) \tag{91}
\end{equation*}
$$

and

$$
\begin{align*}
I_{2}= & -(2 \pi)^{-\frac{3}{2}} g_{0} Z^{-\frac{1}{2}}\left(E_{V}\right) \int d \mathrm{p} a(\mathrm{p}) \\
& \times \int \frac{(d \mathbf{k} / 2 \omega) f(\omega)}{E-M_{V}-R_{p}^{*}(E)-i \eta}|0, N, \theta\rangle \exp (-i E t) . \tag{92}
\end{align*}
$$

The term $I_{1}$ is the result expressed in Eq. (84) which arose from Eq. (83) by integrating in a clockwise direction around the bound-state pole. Thus, if $I_{2}$ can be shown to be the integration around the branch point shown in Fig. 3(a), Eq. (90) will be proven.

Substitution from Eq. (27) for $|0, N, \theta\rangle$ gives

$$
\begin{align*}
& I_{2} Z^{\frac{1}{2}}\left(E_{V}\right) \\
& = \\
& \quad-(2 \pi)^{-\frac{3}{2}} g_{0} \int d \mathbf{p} a(\mathbf{p}) \\
& \quad \times \int \frac{(d \mathbf{k} / 2 \omega)|0, p-k, k\rangle \exp (-i E t)}{E-M_{V}-R_{p}^{*}(E)-i \eta} \\
& \quad+\pi^{-1} \int d \mathbf{p} a(\mathbf{p}) \int_{\mu}^{\infty} d \omega \\
& \quad \times \frac{I(E) \exp (-i E t)}{\left[E-M_{V}-R_{p}^{*}(E)-i \eta\right]\left[E-M_{V}-R_{p}(E)+i \eta\right]}  \tag{93}\\
& \quad \times\left(|p, 0,0\rangle-(2 \pi)^{-\frac{3}{2}} g_{0} \int \frac{(d \overline{\mathbf{k}} / 2 \bar{\omega})|0, p-\bar{k}, \bar{k}\rangle}{E-M_{N}-\bar{\omega}+i \eta}\right)
\end{align*}
$$

where Eq. (25) is used to obtain $I(E)$ in the second term. The $\omega$ integration in the second term of Eq. (93) can be broken into two pieces using

$$
\begin{align*}
& \frac{-2 i I(E)}{\left[E-M_{V}-R_{p}^{*}(E)\right]\left[E-M_{V}-R_{p}(E)\right]} \\
& \quad=\frac{1}{E-M_{V}-R_{p}(E)}-\frac{1}{E-M_{V}-R_{p}^{*}(E)} \tag{94}
\end{align*}
$$

The first piece corresponds to an integral from $\mu$ to $\infty$ above the cut in $R_{p}(E)$. The second piece corresponds to an integral from $\infty$ to $\mu$ below the cut in
$R_{p}(E)$ if $E$ in the denominator of the $\bar{\omega}$ integration in Eq. (93) is continued to values below the real $\bar{\omega}$ axis. This continuation gives rise to a contribution from the $\bar{\omega}$ integration which cancels the first term in $I_{2}$, giving finally the cut contribution to Eq. (83):

$$
\begin{align*}
I_{2}= & -(2 \pi i)^{-1} \mathrm{Z}^{-\frac{1}{2}}\left(E_{V}\right) \int d \mathbf{p} \int \frac{d \omega a(\mathbf{p})}{E-M_{V}-R_{p}(E)} \\
& \times\left(|p, 0,0\rangle-(2 \pi)^{-\frac{3}{2}} g_{0} \int \frac{(d k / 2 \bar{\omega}) f(\bar{\omega})|0, p-\bar{k}, \bar{k}\rangle}{E-M_{N}-\bar{\omega}}\right), \tag{95}
\end{align*}
$$

where $C$ is that part of $\mathcal{C}^{\prime}$ which is the contour around the cut in $R_{p}(E)$ shown in Fig. 3(a). The proof of Eq. (90) for the unstable case follows similarly, except that $I_{1} \equiv 0$ and $\left|Z^{\prime-\frac{1}{2}}\left(E_{V}^{\prime}\right)\right|$ replaces $Z^{-\frac{1}{2}}\left(E_{V}\right)$.

In parallel to the state $|V(t)\rangle$, there is a state $|N \theta(t)\rangle$, which can be defined as

$$
\begin{align*}
&|N \theta(t)\rangle \doteq \int d \mathbf{p} \int d \mathbf{k}(2 \omega)^{-\frac{1}{2}} A(\mathbf{k}, \mathbf{p}) \\
& \times \exp (-i H t)|0, p-k, k\rangle, \tag{96}
\end{align*}
$$

which in the asymptotic limit becomes

$$
\begin{equation*}
|N \theta(t)\rangle_{t \rightarrow \infty}=\int d \mathbf{p} \int d \mathbf{k} A(\mathbf{k}, \mathbf{p}) \exp (-i E t)|0, N, \theta\rangle \tag{97}
\end{equation*}
$$

The proof of this last equation follows similarly to the proofs used to show Eqs. (84) and (90).

## VIII. CONCLUSIONS

In view of Eqs. (84), (86), (89), (90), and (97) there appears to be no difficulty in defining $\mid$ in $\rangle$ states for the Lee model even for the case in which no stable $V$ particle exists. However, to obtain the resonant state, the infinite time limit must be avoided.

The ambiguities pointed out by Levy ${ }^{4}$ in the definition of the renormalization constant $Z^{\prime}\left(E_{V}^{\prime}\right)$ are removed by requiring a pure exponential decay for the $V$ particle as shown in Eq. (86). Then, for the unstable case as expressed by Eq. (84), the probability that the $V$ particle is "initially" in the "dressed" momentum state $|p, 0,0\rangle_{D}$ is

$$
\int d \mathbf{p}\left|\langle V(t) \mid p, 0,0\rangle_{D}\right|^{2}=1,
$$

the same result obtained from Eq. (84) for the stable case.

To what extent the results discussed in this paper apply for isolated resonant states in general is not completely clear because, although the level shift operator approach is itself quite general, the specifics presented here depend heavily upon the fact that only two free-particle states are needed to describe the $N+\theta$ sector of the Lee model. However, the assertions proven here will be very useful for the examinations of more general models.
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#### Abstract

It is shown that the most degenerate discrete series of unitary irreducible representations of $U(2,2)$, the so-called ladder representations, remain irreducible when restricted to representations of the Poincare subgroup $I S L(2, C)$. They correspond to representations of this subgroup with mass zero and arbitrary integer or half-integer helicity $\lambda$. The basis vectors of the canonical basis are calculated as functions of a lightlike 4 -vector, which is formed by the simultaneous eigenvalues of the generators of the subgroup of translations.


## 1. INTRODUCTION

The group of pseudo-unitary transformations $S U(2,2)$ has entered physics in various different ways. First, it appeared as covering group of the conformal group of space-time transformations (including the Poincaré group, dilatations, and special conformal transformations-see Appendix). With this interpretation, it was considered as a symmetry of the wave equations for massless particles. ${ }^{1-6}$ Secondly, the Lie algebra of $S U(2,2)$ was considered as the spectrumgenerating algebra for the (spinless) hydrogen atom. ${ }^{7}$ Thirdly, it was also used in hadron physics as an algebra acting on the space spanned by the states of an infinite multiplet of particles at rest, or acting on the indices of an infinite-component field. ${ }^{8}$ In this case, the so-called ladder representations of $\operatorname{SU}(2,2)$ were used, which can be simply described in terms of creation and annihilation operators. ${ }^{9}$

In the main part of the present paper, we show that

[^82]all the ladder representations of $U(2,2)$ [or $S U(2,2)$ ] remain irreducible when restricted to representations of its Poincaré subgroup ${ }^{10} I S L(2, C)$. They correspond to representations of this subgroup characterized by zero mass and arbitrary integer and half-odd integer helicity $\lambda$. The first-order Casimir operator of $U(2,2)$, which labels the irreducible representations of the ladder series, is linearly related to the helicity $\lambda$.

We also calculate the basis vectors of the canonical basis as functions of a lightlike 4 -vector $\xi_{\mu}$, which is formed by the simultaneous eigenvalues of the generators of the subgroup of translations [Eq. (4.4) and following]. The form of the generators of $S U(2,2)$ when acting on functions $f\left(\xi_{\mu}\right)$ is given in Eq. (3.11).

It is amusing to find that one is led to the same set of irreducible representations of $\operatorname{SU}(2,2)$ for all three physical interpretations of this group mentioned above (Sec. 5). In particular, the representation used for the group-theoretic description of the $H$ atom is equivalent to the one used for the description of massless spin-0 particles.

An appendix is added which deals with the conformal group of space-time in quantum field theory. A comment is included on the connection between the conformal structure of space-time and infinitecomponent field theories of the type investigated recently. ${ }^{8}$

[^83]
## 2. THE LADDER REPRESENTATIONS OF $U(2,2)$

We start by recalling the definition of the ladder representations. We present it here in a basisindependent way. This is not only demanded by the canon of mathematical aesthetics, but is also convenient for practical computations as it allows one to choose the most convenient basis for the treatment of any given problem.

We define $U(2,2)$ as the group of linear transformations in the complex 4 -dimensional space $C_{4}$ which preserves the Hermitian form

$$
\begin{equation*}
\tilde{u} \beta v \equiv \sum_{\alpha=1}^{4} \tilde{u}_{\alpha} v^{\alpha} . \tag{2.1}
\end{equation*}
$$

Here and in the following, a bar stands for complex conjugation. $\beta$ is a Hermitian matrix with two positive and two negative eigenvalues ${ }^{11}$ satisfying the $U(2,2)$-invariant normalization $\operatorname{det} \beta=1$. By virtue of the invariance of Eq. (2.1), the generators $J_{A B}=$ $-J_{B A}=\gamma_{A B}$ of the defining representation of $S U(2,2)$ obey

$$
\begin{equation*}
\beta \gamma_{A B} \beta^{-1}=\gamma_{A B}^{*} \tag{2.2}
\end{equation*}
$$

They admit of the following commutation relations (CR):

$$
\begin{align*}
& {\left[J_{K L}, J_{M N}\right]=i\left(g_{K N} J_{L M}+g_{L M} J_{K N}\right.} \\
&\left.-g_{K M} J_{L N}-g_{L N} J_{K M}\right), \tag{2.3}
\end{align*}
$$

where $g_{K K}=(+----+)$ and $g_{K M}=0$ otherwise. Capital Roman letters run over the values $0,1,2,3,5,6$.

The remaining generator $C_{1}$ of $U(2,2)$ commutes with all the $J_{A B}$ and is represented by unity in the defining representation.

Let the Dirac matrices [i.e., spin affinors $\gamma_{\mu}=$ $\left.\left(\gamma_{\mu}\right)_{\beta}^{\chi}\right]$ be defined in the usual way, satisfying covariant anticommutation relations for $\mu, v=0, \cdots, 3$ :

$$
\left\{\gamma_{\mu}, \gamma_{v}\right\}=2 g_{\mu v}
$$

Then we may choose the matrices $\gamma_{A B}$ of the defining representation as follows:

$$
\begin{array}{ll}
\gamma_{\mu \nu}=\frac{1}{4} i\left[\gamma_{\mu}, \gamma_{v}\right], & \gamma_{56}=\frac{1}{2} \gamma_{5} \equiv \frac{1}{2} \gamma_{0} \gamma_{1} \gamma_{2} \gamma_{3}, \\
\gamma_{\mu 5}=\frac{1}{2} i \gamma_{\mu} \gamma_{5}, & \gamma_{\mu 6}=\frac{1}{2} \gamma_{\mu} . \tag{2.4}
\end{array}
$$

They satisfy Eq. (2.3). A matrix $\beta$ obeying Eq. (2.2) always exists. Its precise form depends on the choice of basis for the $\gamma$-matrices. ${ }^{12}$

[^84]The ladder representations are now constructed as follows: We define the operator-valued 4-component spinor, $\varphi \equiv\left(\varphi^{\alpha}\right)$ and $\tilde{\varphi}=\varphi^{*} \beta \equiv\left(\tilde{\varphi}_{a}\right), \alpha=1,2,3,4$, and impose the canonical commutation relations

$$
\begin{equation*}
\left[\varphi^{\alpha}, \tilde{\varphi}_{\beta}\right]=\delta_{\beta}^{\alpha}, \quad\left[\varphi^{\alpha}, \varphi^{\beta}\right]=0 . \tag{2.5}
\end{equation*}
$$

Each (star) representation of the canonical commutation relations for the $\varphi$ 's gives rise to a unitary (infinite-dimensional) representation of $U(2,2)$ generated by

$$
\begin{equation*}
C_{1}=\tilde{\varphi} \varphi, \quad J_{A B}=\tilde{\varphi} \gamma_{A B} \varphi \tag{2.6}
\end{equation*}
$$

There are two important inequivalent realizations of the canonical commutation relations (2.5) and, correspondingly, two series of inequivalent ladder representations of $U(2,2)$. For the first, we define an $S U(2) \otimes S U(2)$ invariant vector $\Psi_{0}$ by

$$
\begin{equation*}
\Pi_{+} \varphi \Psi_{0}=\tilde{\varphi} \Pi_{-} \Psi_{0}=0, \quad \Pi_{ \pm} \equiv \frac{1}{2}\left(1 \pm \gamma_{0}\right) \tag{2.7}
\end{equation*}
$$

For the second one, we put

$$
\begin{equation*}
\Pi_{-} \varphi \Psi_{0}=\tilde{\varphi} \Pi_{+} \Psi_{0}=0 \tag{2.8}
\end{equation*}
$$

To be consistent with the positivity of the metric in the representation space, we have to assume in each case the positive-definiteness of the $4 \times 4$ matrix:

$$
\begin{align*}
& \left(\Psi_{0},\left(\tilde{\varphi} \Pi_{ \pm}\right)^{*}\left(\tilde{\varphi} \Pi_{ \pm}\right) \Psi_{0}^{*}\right) \\
& \quad=\left(\Psi_{0},\left(\beta \Pi_{ \pm} \varphi\right)\left(\tilde{\varphi} \Pi_{ \pm}\right) \Psi_{0}^{\prime}\right)=\beta \Pi_{ \pm} \tag{2.9}
\end{align*}
$$

[the last equality is a consequence of Eqs. (2.5) and (2.7) or (2.8)]. This leads to a different sign of $\beta$ in the two cases. Taking a basis in which $\gamma_{0}$ is Hermitian and $\gamma_{j}$ are anti-Hermitian, we obtain $\beta=\gamma_{0}$ in the case (2.7) and $\beta=-\gamma_{0}$ in the case (2.8). In the first case, we obtain the so-called $\mathfrak{£}$ series of most degenerate representations of $U(2,2)$; in the second case, we arrive at the $£^{*}$ series (see Ref. 9 ); the representations of these two series are conjugate to each other. Each series contains a denumerable set of (unitary) irreducible representations of $U(2,2)$, labeled by the (integer) value of the first-order Casimir operator $C_{1}$. The canonical basis is defined in terms of the eigenvectors of the (maximal) set of commuting operators
$-\frac{1}{2} C_{1}-1, \quad J_{06}, \quad \mathbf{M}^{2}=J_{12}^{2}+J_{23}^{2}+J_{31}^{2}, \quad M_{3}=J_{12}$,
with eigenvalues $\lambda, n, s(s+1)$, and $m$. They change in the range $\lambda=0, \pm \frac{1}{2}, \cdots ; \quad \pm n=|\lambda|+1$, $|\lambda|+2, \cdots[+$ sign for the case (2.7) and - sign for the case (2.8)]; $s=|\lambda|,|\lambda|+1, \cdots,|n|-1$; $-s \leq m \leq s$. The representation used for the grouptheoretic description of the nonrelativistic hydrogen atom is contained in the $£$ series for $\lambda=0\left(C_{1}=-2\right)$. All these representations are known to be integrable
to unitary representations of the universal covering group. ${ }^{13}$

## 3. REDUCTION TO REPRESENTATIONS OF THE POINCARÉ SUBALGEBRA

It is convenient to introduce an alternative set of generators in which the Poincaré subalgebra is displayed explicitly. We define, for $\mu, \nu=0, \cdots, 3$,

$$
\begin{align*}
M_{\mu \nu} & =J_{\mu \nu}, \quad P_{\mu}=J_{\mu 6}+J_{\mu 5} \\
K_{\mu} & =J_{\mu 6}-J_{\mu 5}, \quad D=J_{56} . \tag{3.1}
\end{align*}
$$

Their CR follow from Eq. (2.3) and are given in Eq. (A2) of the Appendix. In particular, the generators $M_{\mu \nu}$ and $P_{\mu}$ satisfy the CR of the Poincaré algebra (the same is true for the set $M_{\mu \nu}$ and $K_{v}$ ).

First, we show that

$$
\begin{equation*}
P_{\mu} P^{\mu}=K_{\mu} K^{\mu}=0, \tag{3.2}
\end{equation*}
$$

i.e., that the ladder representations contain only zeromass representations of the Poincaré subgroup. ${ }^{14}$

Let $B_{\alpha \beta}$ be the antisymmetric tensor defined by

$$
B \gamma_{\mu} B^{-1}=\gamma_{\mu}^{T}, \quad\left(B^{-1}\right)^{\alpha \beta}=\frac{1}{2} \epsilon^{\alpha \beta \gamma \delta} B_{\gamma \delta}
$$

and related to the charge-conjugation matrix $C_{\alpha \beta}$ by $B=i C \gamma_{5}$, where $\epsilon$ is the completely antisymmetric tensor with $\epsilon_{1234}=1$. Using the identity

$$
\begin{equation*}
\left(\gamma_{\mu}\right)_{\beta}^{\alpha}\left(\gamma^{\mu}\right)_{\delta}^{\gamma}=\delta_{\beta}^{\alpha} \delta_{\delta}^{\gamma}+\left(\gamma_{5}\right)_{\beta}^{\alpha}\left(\gamma_{5}\right)_{\delta}^{\gamma}+2 \epsilon^{\alpha \gamma \sigma} B_{\sigma \beta} B_{r y}, \tag{3.3}
\end{equation*}
$$

we readily establish that

$$
R_{ \pm} \equiv \frac{1}{4}\left[\gamma_{\mu}\left(1 \pm i \gamma_{5}\right)\right]_{\beta}^{\alpha}\left[\gamma^{\mu}\left(1 \pm i \gamma_{5}\right)\right]_{\delta}^{\gamma}
$$

is traceless $\left(R_{\sigma \delta}^{\alpha \sigma}=0\right)$ and antisymmetric ( $R_{\beta \delta}^{a \gamma}=$ $-R_{\beta \delta}^{v \alpha}$ ). This implies Eq. (3.2) by virtue of the CR (2.5); for instance,

$$
P_{\mu} P^{\mu}=\tilde{\varphi}_{\alpha} \varphi^{\beta} \tilde{\varphi}_{\gamma} \varphi^{\delta} R_{\beta \delta}^{\alpha \gamma}=\tilde{\varphi}_{\alpha} R_{\sigma \delta}^{z \sigma} \varphi^{\delta}=0 .
$$

One can check (3.3) by applying both sides to any of the quantities $\left(\gamma_{A B}\right)_{\gamma}^{\delta}$, cf. (2.4) (sum over $\gamma$ and $\delta$ ).
It remains to show that these representations remain actually irreducible when restricted to representations of the Poincaré group and to determine the helicities. (Recall that the zero-mass representations of the Poincaré group which are used in physics are labeled by the helicity.)

[^85]Let us choose the Dirac matrices, such that $\gamma_{5}$ is diagonal, and the matrix $\beta$ satisfying Eq. (2.2) as follows:

$$
\begin{gather*}
\gamma_{0}=\left(\begin{array}{cc}
0 & \sigma_{0} \\
\sigma_{0} & 0
\end{array}\right), \quad \gamma_{i}=\left(\begin{array}{cc}
0 & -\sigma_{i} \\
\sigma_{i} & 0
\end{array}\right), \quad i \gamma_{5}=\left(\begin{array}{cc}
\sigma_{0} & 0 \\
0 & \sigma_{0} \\
& \beta= \pm \gamma_{0},
\end{array},\right. \\
(3.4) \tag{3.4}
\end{gather*}
$$

where $\sigma_{0}$ is the $2 \times 2$ unit matrix and the $\sigma_{k}$ are Pauli matrices. We shall take $\sigma_{3}$ to be diagonal.

To carry out the reduction, we re-express the generators as differential operators acting on functions of a lightlike 4 -vector $\xi^{\mu}$ which is formed by the simultaneous eigenvalues of the generators $P^{\mu}$ of translations.

Consider the Hilbert space of those complex functions $f\left(z_{1}, z_{2}\right)$ of two complex variables $z_{1}, z_{2}$ which have finite norm ( $f, f$ ), where the scalar product is defined as

$$
\begin{equation*}
(f, g)=\iint \overline{f\left(z_{1}, z_{2}\right)} g\left(z_{1}, z_{2}\right) d^{2} z_{1} d^{2} z_{2} \tag{3.5}
\end{equation*}
$$

Here $d^{2} z=d \operatorname{Re} z d \operatorname{Im} z=\frac{1}{2} i d z d \bar{z}$. The polynomials in $z, \bar{z}, \partial / \partial z, \partial / \partial \bar{z}$ form an irreducible set of operators in this Hilbert space. Furthermore,

$$
(\partial / \partial z)^{*}=-\partial / \partial \bar{z} \quad \text { and } \quad z^{*}=\bar{z}
$$

We may then proceed to writing down the operatorvalued 4-component spinor $\varphi$ in the form

$$
\varphi=\left(\begin{array}{c}
\bar{z}_{1} \\
\bar{z}_{2} \\
\pm \partial / \partial z_{1} \\
\pm \partial / \partial z_{2}
\end{array}\right)
$$

and

$$
\begin{equation*}
\tilde{\varphi}=\left(-\frac{\partial}{\partial \bar{z}_{1}},-\frac{\partial}{\partial \bar{z}_{2}}, \pm z_{1}, \pm z_{2}\right) \tag{3.6}
\end{equation*}
$$

where again the + sign refers to the case (2.7) and the - sign to the case (2.8). In both cases, the normalized $S U(2) \otimes S U(2)$ invariant vector is given by $\Psi_{0}=$ $(2 / \pi) e^{-z \bar{z}}$. The ladder representation has been displayed in this form in Ref. 15.
The explicit form of the generators is found to be

$$
\begin{align*}
\pm P_{\mu} & =z \sigma_{\mu} \bar{z}, \quad D=\frac{i}{2}\left(z \frac{\partial}{\partial z}+\frac{\partial}{\partial \bar{z}} \bar{z}\right), \\
M_{k} & =\frac{1}{2} \epsilon_{i j k} J_{i j}=\frac{1}{2}\left(z \sigma_{k} \frac{\partial}{\partial z}-\frac{\partial}{\partial \bar{z}} \sigma_{k} \bar{z}\right), \\
\pm K_{\mu} & =-\frac{\partial}{\partial \bar{z}} \sigma^{\mu} \frac{\partial}{\partial z},  \tag{3.7}\\
N_{k} & =J_{0 k}=-\frac{i}{2}\left(z \sigma_{k} \frac{\partial}{\partial z}+\frac{\partial}{\partial \bar{z}} \sigma_{k} \bar{z}\right), \\
C_{1} & =z \frac{\partial}{\partial z}-\frac{\partial}{\partial \bar{z}} \bar{z} .
\end{align*}
$$

[^86]Here and in the following, $\sigma^{\mu}=g^{\mu \nu \nu} \sigma_{\nu}$ and the summation convention for $\mu, v=0, \cdots, 3$ is adopted.

We now introduce a new set of four real independent variables $\xi^{1}, \xi^{2}, \xi^{3}$, and $\alpha$, related to the complex variables $z_{1}, z_{2}$ by

$$
\begin{gather*}
-\xi^{j}=z \sigma_{j} \bar{z}, \quad j=1,2,3, \quad-\infty<\xi^{j}<+\infty \\
\alpha=\arg \left(z_{1}\right)+\arg \left(z_{2}\right), \quad 0 \leq \alpha<4 \pi \tag{3.8}
\end{gather*}
$$

All points with $\xi \equiv 0$ are identified; then, the mapping is bijective. $\arg (z)$ stands for the phase of $z$ as usual. It is convenient to introduce, in addition,

$$
\begin{equation*}
\xi^{0}=|\xi| \equiv z \sigma_{0} \bar{z}, \quad \xi_{\mu}=g_{\mu v} \xi^{v} \tag{3.9}
\end{equation*}
$$

Let us now re-express the functions $f\left(z_{1}, z_{2}\right)$ which form our Hilbert space as functions of the new variables $\xi^{j}, \alpha$ :

$$
\begin{equation*}
f\left(z_{1}, z_{2}\right) \pm F\left(\xi^{1}, \xi^{2}, \xi^{3} ; \alpha\right) . \tag{3.10}
\end{equation*}
$$

Making use of the chain rule

$$
\begin{aligned}
\frac{\partial}{\partial z_{a}} & =\sum_{j=1}^{3} \frac{\partial \xi^{j}}{\partial z_{a}} \frac{\partial}{\partial \xi^{j}}+\frac{\partial \alpha}{\partial z_{a}} \frac{\partial}{\partial \alpha} \\
& =\sum_{j=1}^{3}-\left(\sigma_{j}\right)_{a b} \bar{z}_{b} \frac{\partial}{\partial \xi^{j}}-\frac{i}{2} \frac{1}{2} \frac{\partial}{\partial \alpha}
\end{aligned}
$$

and its analog for $\partial / \partial \bar{z}$, one finds the form of the generators acting on the new functions $F$ as

$$
\pm P_{\mu}=\xi_{\mu} \quad\left(+ \text { for the } \mathcal{L} \text { series and }- \text { for the } £^{*} \text { series }\right)
$$

$$
M_{23}=-i\left(\xi^{2} \frac{\partial}{\partial \xi^{3}}-\xi^{3} \frac{\partial}{\partial \xi^{2}}\right)+|\xi| \xi^{1} \xi_{\perp}^{-2} i \frac{\partial}{\partial \alpha}
$$

$$
M_{31}=-i\left(\xi^{3} \frac{\partial}{\partial \xi^{1}}-\xi^{1} \frac{\partial}{\partial \xi^{3}}\right)+|\xi| \xi^{2} \xi_{\perp}^{-2} i \frac{\partial}{\partial \alpha}
$$

$$
M_{12}=-i\left(\xi^{1} \frac{\partial}{\partial \xi^{2}}-\xi^{2} \frac{\partial}{\partial \xi^{1}}\right)
$$

$$
M_{01}=+i|\xi| \frac{\partial}{\partial \xi^{1}}-\xi^{2} \xi^{3} \xi_{\perp}^{-2} i \frac{\partial}{\partial \alpha}
$$

$$
M_{02}=+i|\xi| \frac{\partial}{\partial \xi^{2}}+\xi^{1} \xi^{2} \xi_{\perp}^{-2} i \frac{\partial}{\partial \alpha}
$$

$$
M_{03}=+i|\xi| \frac{\partial}{\partial \xi^{3}},
$$

$$
D=i\left(1+\xi^{j} \frac{\partial}{\partial \xi^{i}}\right)
$$

$$
\pm K_{0}=-|\xi| \Delta_{5}-2 i \xi^{3} \xi_{\perp}^{-2}\left(\xi^{2} \frac{\partial}{\partial \xi^{1}}-\xi^{1} \frac{\partial}{\partial \xi^{2}}\right)
$$

$$
\times i \frac{\partial}{\partial \alpha}-|\xi| \xi_{\perp}^{-2} \frac{\partial^{2}}{\partial \alpha^{2}},
$$

$$
\begin{align*}
\pm K_{1}= & +\xi^{1} \Delta_{\xi}-2 \xi^{j} \frac{\partial}{\partial \xi^{j}} \frac{\partial}{\partial \xi^{1}}-2 \frac{\partial}{\partial \xi^{1}} \\
& +2 i|\xi| \xi^{2} \xi_{\perp}^{2} \frac{\partial}{\partial \xi^{3}} i \frac{\partial}{\partial \alpha}-\xi^{1} \xi_{\perp}^{2} \frac{\partial^{2}}{\partial \alpha^{2}} \\
\pm K_{2}= & +\xi^{2} \Delta_{\xi}-2 \xi^{j} \frac{\partial}{\partial \xi^{j}} \frac{\partial}{\partial \xi^{2}}-2 \frac{\partial}{\partial \xi^{2}} \\
& -2 i|\xi| \xi^{1} \xi_{\perp}^{2} \frac{\partial}{\partial \xi^{3}} i \frac{\partial}{\partial \alpha}-\xi^{2} \xi_{\perp}^{2} \frac{\partial^{2}}{\partial \alpha^{2}} \\
\pm K_{3}= & +\xi^{3} \Delta_{\xi}-2 \xi^{j} \frac{\partial}{\partial \xi^{j}} \frac{\partial}{\partial \xi^{3}}-2 \frac{\partial}{\partial \xi^{3}} \\
& -2 i|\xi| \xi_{\perp}^{2}\left(\xi^{2} \frac{\partial}{\partial \xi^{1}}-\xi^{1} \frac{\partial}{\partial \xi^{2}}\right) i \frac{\partial}{\partial \alpha}+\xi^{3} \xi_{\perp}^{2} \frac{\partial^{2}}{\partial \alpha^{2}} \tag{3.11}
\end{align*}
$$

Here we have used the abbreviations

$$
\Delta_{\xi}=\sum_{i=1}^{3} \frac{\partial^{2}}{\partial\left(\xi^{i}\right)^{2}} \quad \text { and } \quad \xi_{\perp}^{2}=\left(\xi^{1}\right)^{2}+\left(\xi^{2}\right)^{2} .
$$

Summation over repeated indices $j$ is to be carried out from 1 to 3. The first-order Casimir operator $C_{1}$ of $U(2,2)$ takes the form

$$
\begin{equation*}
C_{1}=-2 i \frac{\partial}{\partial \alpha}-2 \tag{3.12}
\end{equation*}
$$

Finally, one finds for the invariant scalar product from Eq. (3.5)

$$
\begin{equation*}
(F, G)=\frac{1}{16} \int_{0}^{4 \pi} d \alpha \int \frac{d^{3} \xi}{|\xi|} \overline{F(\xi ; \alpha)} G(\xi ; \alpha) . \tag{3.13}
\end{equation*}
$$

For an irreducible representation of $U(2,2), C_{1}$ is diagonal and takes integer values. Consequently,

$$
i \frac{\partial}{\partial \alpha}=\lambda, \quad \lambda=0, \pm \frac{1}{2}, \pm 1, \pm \frac{3}{2}, \cdots
$$

and

$$
\begin{equation*}
C_{1}+2=-2 \lambda . \tag{3.14}
\end{equation*}
$$

Substituting this into Eq. (3.11), we see that $P_{\mu}, M_{\mu \nu}$ are then generators of an irreducible representation of the Poincare group with zero mass and helicity $\lambda$ as given by Shirokov. ${ }^{16}$ Evidently, the remaining generators $D, K_{\mu}$ act on the same irreducible representation space of the Poincaré group. The firstorder Casimir operator $C_{1}$ is linearly related to the helicity $\lambda$ by Eq. (3.13). This completes the proof of our statements.
As a final remark, we note that the decomposition of an arbitrary vector $F$ into a sum of vectors that transform according to an irreducible representation

[^87]of $U(2,2)$ is effected by carrying out a Fourier transform of $F$ with respect to the variable $\alpha$ over the interval $[0,4 \pi)$ :
$$
F(\xi, \alpha)=\frac{2}{\pi} \sum_{\lambda=0, \pm \frac{1}{2}, \cdots} F_{\lambda}(\xi) e^{-i \lambda \alpha} .
$$

Here the helicity $\lambda$ runs through all integer and halfinteger numbers. The scalar product (3.13) may then be rewritten as

$$
\begin{equation*}
(F, G)=\sum_{\lambda} \int \frac{d^{3} \xi}{2|\xi|} \overline{F_{\lambda}(\xi)} G_{\lambda}(\xi) \tag{3.15}
\end{equation*}
$$

## 4. THE CANONICAL BASIS

The canonical basis $\Psi_{\lambda, n, s, m}$ introduced in Sec. 2 is defined in terms of the eigenvectors of a complete set of commuting operators of the maximal compact subgroup $U(2) \otimes U(2)$ :

$$
\begin{align*}
\left(C_{1}+2+2 \lambda\right) \Psi_{\lambda, n, s, m} & =0 \\
\left(J_{06}-n\right) \Psi_{\lambda, n, s, m} & =0, \\
{\left[\mathbf{M}^{2}-s(s+1)\right] \Psi_{\lambda, n, s, m} } & =0,  \tag{4.1}\\
\left(M_{3}-m\right) \Psi_{\lambda, n, s, m} & =0
\end{align*}
$$

Upon introduction of the parametrization

$$
\begin{align*}
& z_{1}=(\rho / 2)^{\frac{1}{2}} e^{(i / 2)(\alpha+\varphi)} \sin \theta / 2 \\
& z_{2}=-(\rho / 2)^{\frac{1}{2}} e^{(i / 2)(\alpha-\varphi)} \cos \theta / 2 \tag{4.2}
\end{align*}
$$

Eqs. (4.1) reduce to the following system of ordinary differential equations:

$$
\begin{align*}
& \left(i \frac{\partial}{\partial \alpha}-\lambda\right) \Psi_{\lambda, n, s, m}=0, \quad\left(-i \frac{\partial}{\partial \varphi}-m\right) \Psi_{\lambda, n, s, m}=0 \\
& {\left[-\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial}{\partial \theta}\right)\right.} \\
& \left.\quad+\frac{1}{\sin ^{2} \theta}\left(\lambda^{2}+m^{2}-2 m \lambda \cos \theta\right)-s(s+1)\right] \\
& \times \Psi_{\lambda, n, s, m}=0 \\
& {\left[\frac{\partial^{2}}{\partial \rho^{2}}+\frac{2}{\rho} \frac{\partial}{\partial \rho}-\left\{\frac{1}{4}+\frac{s(s+1)}{\rho^{2}}-\frac{n}{\rho}\right)\right] \Psi_{\lambda, n, s, m}=0} \tag{4.3}
\end{align*}
$$

The normalized simultaneous solution of this system of equations is given by

$$
\begin{align*}
\Psi_{\lambda, n, s, m}= & \left\{(2 s+1) \frac{(n-s-1)!}{(n+s)!}\right\}^{\frac{1}{2}} \\
& \times e^{-\frac{1}{2} \rho} \rho^{s} L_{n-s-1}^{(2 s+1)}(\rho) e^{i m \varphi} d_{\lambda m}^{(s)}(\theta) e^{-i \lambda \alpha} \tag{4.4}
\end{align*}
$$

Here $d_{\lambda m}^{(s)}$ are the well-known generalized spherical functions associated with the $(2 s+1)$-dimensional
representation of $S U(2)$. They are simply related to the Jacobi polynomials. ${ }^{17}$
The parameters $\rho / 2, \theta, \varphi$ are the polar coordinates of the vector $\xi$ [cf. Eqs. (3.8) and (4.2)]:

$$
\begin{gathered}
\xi^{1}=\frac{1}{2} \rho \sin \theta \cos \varphi, \quad \xi^{2}=\frac{1}{2} \rho \sin \theta \sin \varphi \\
\xi^{3}=\frac{1}{2} \rho \cos \theta
\end{gathered}
$$

$L_{n}^{(\alpha)}$ is the Laguerre polynomial defined by ${ }^{18}$

$$
\begin{aligned}
L_{n}^{(\alpha)}(\rho) & =\sum_{r=0}^{n}\binom{n+\alpha}{n-r} \frac{(-\rho)^{r}}{r!} \\
& \equiv\binom{\alpha+n}{n}{ }_{1} F_{1}(-n, \alpha+1 ; \rho) .
\end{aligned}
$$

Equation (4.4) is the desired expression for the canonical basis.

## 5. TRANSFORMATION LAW OF LORENTZ COVARIANT FIELDS

In the present section we shall present proof that the ladder representations are unitarily equivalent to the representations of $S U(2,2)$ used in Refs. 1-6 for the description of massless particles (cf. Appendix). This will involve establishing the transformation law under $S U(2,2)$ of Lorentz covariant, local, massless, free fields. As is well known, such a field is associated with a pair of zero-mass representations of the Poincaré group with helicity $\lambda$ and $-\lambda$, describing particles and antiparticles. The result is given in Eq. (5.9) below.

Consider the Fock space $\mathscr{H}$ created from a conformal invariant "vacuum" $|0\rangle$ by applying polynomials in smeared creation operators $a^{*}(\mathbf{p}, \pm \lambda)$, which satisfy either the usual Bose or Fermi rules for integer or half-odd integer $\lambda$, respectively:

$$
\begin{gather*}
{\left[a(\mathbf{p}, \lambda), a^{*}\left(\mathbf{p}^{\prime}, \lambda^{\prime}\right)\right]_{ \pm}=\delta_{\lambda \lambda^{\prime}} 2|\mathbf{p}| \delta^{3}\left(\mathbf{p}-\mathbf{p}^{\prime}\right),} \\
a(\mathbf{p}, \lambda)|0\rangle=0, \quad J_{A B}|0\rangle=0 \tag{5.1}
\end{gather*}
$$

We may identify the Hilbert space of wavefunctions $F_{\lambda}(\mathbf{p})$, considered in Sec. 3 with that subspace of $\mathcal{H}$ which consists of "one-particle states" with helicity $\lambda$, by virtue of the isometry

$$
\begin{equation*}
F_{\lambda} \rightarrow\left|F_{\lambda}\right\rangle=\int \frac{d^{3} \mathbf{p}}{2|\mathbf{p}|} F_{\lambda}(\mathbf{p}) a^{*}(\mathbf{p}, \lambda)|0\rangle \tag{5.2}
\end{equation*}
$$

whence
$F_{\lambda}(p)=\left\langle\mathbf{p}, \lambda \mid F_{\lambda}\right\rangle$, where $\langle p, \lambda|=\langle 0| a(\mathbf{p}, \lambda)$.

[^88]Let us now impose on $a(p, \lambda)$ the following transformation law:

$$
\begin{equation*}
\left[a(p, \hat{\lambda}), J_{A B}\right]_{-}=\partial_{A B}^{(\lambda)} a(p, \lambda) \tag{5.4a}
\end{equation*}
$$

$\partial_{A B}^{(\lambda)}$ are the differential operators, defined by the right-hand side of Eq. (3.11) with $\xi$ replaced by $p$, which implement the action of the generators $J_{A B}$ in the irreducible representation space of functions $F_{\lambda}(\mathbf{p})$ considered in Sec. 3. The corresponding differential operator for a representation of the $£^{*}$ series will be denoted by $\partial_{A B}^{\left(\lambda^{*}\right)}$. Equation (5.4a) defines $J_{A B}=J_{A B}^{*}$ as (unbounded) operators in $\mathscr{H}$, because of Eq. (5.1). They form a representation of the algebra of $\operatorname{SU}(2,2)$; and its restriction to the subspace of $\mathfrak{H}$ consisting of vectors of the form (5.2) is unitarily equivalent to the $\mathcal{L}$ representation with helicity $\lambda$, which was considered in Sec. 3. This follows immediately from Eq. (5.3).

From Eqs. (5.4) and (3.11), we find the further relation

$$
\begin{align*}
{\left[a^{*}(p,-\lambda), J_{A B}\right]_{-} } & =-\bar{\partial}_{A B}^{(-\lambda)} a^{*}(p,-\lambda) \\
& =\partial_{A B}^{\left(\lambda^{*}\right)} a^{*}(\mathbf{p},-\lambda) . \tag{5.4b}
\end{align*}
$$

The problem of constructing Lorentz covariant, local, free massless fields from creation and annihilation operators has been solved by Weinberg. ${ }^{19,20}$ By definition, a Lorentz covariant (finite component) field $\chi_{\sigma}(x)$ transforms under Poincaré transformations $x^{\mu} \rightarrow \Lambda_{v}^{\mu} x^{\nu}+a^{\mu}$ according to

$$
\begin{equation*}
U(a, \Lambda) \chi_{\sigma}(x) U(a, \Lambda)^{-1}=\sum_{\sigma^{\prime}} D_{\sigma \sigma^{\prime}}\left[\Lambda^{-1}\right] \chi_{\sigma^{\prime}}(\Lambda x+a) \tag{5.5}
\end{equation*}
$$

where $D_{\sigma a^{\prime}}$ is some finite-dimensional representation of $S L(2, C)$. We may restrict ourselves to irreducible representations $D_{\sigma \sigma}^{\left(j_{1}, j_{2}\right)}$; the result will carry over to the general case immediately.

Weinberg shows that the only such massless fields (acting in a Hilbert space with positive-definite metric) are fields transforming according to a representation $D_{\sigma \sigma^{\prime}}^{\left(i_{1}, j_{2}\right)}$ with $j_{2}-j_{1}=\lambda$. Moreover, he proves that all these fields may be written as suitable derivatives of fields transforming according to $(j, 0)$ and $(0, j)$ for $\lambda=\mp j$, respectively. We may, therefore, restrict our attention to this case. Then, the field is given by

$$
\begin{aligned}
& \chi_{\sigma}(x)=(2 \pi)^{-\frac{3}{2}} \int d^{4} p \delta_{+}\left(p^{2}\right) u_{\sigma}(\mathbf{p}, \lambda) \\
& \times\left[a(\mathbf{p}, \lambda) e^{-i p x}+a^{*}(p,-\lambda) e^{i p x}\right],
\end{aligned}
$$

[^89]with $\delta_{+}\left(p^{2}\right)=\delta\left(p^{2}\right) \theta\left(p^{0}\right)$ and
\[

$$
\begin{align*}
u_{\sigma}(\mathbf{p}, \lambda)= & {[2|\mathbf{p}|]^{j} D_{\sigma \lambda}^{(j)}[R(\hat{\mathbf{p}})] } \\
= & {[2|\mathbf{p}|]^{j} D_{\sigma \lambda}^{(i)}\left(\varphi+\frac{1}{2} \pi, \theta, 0\right), } \\
& j=|\lambda| . \tag{5.6}
\end{align*}
$$
\]

$R(\hat{\mathbf{p}})$ is a (suitably standardized) 3 rotation which takes the $z$ axis into the unit vector $\hat{\mathbf{p}}=\mathbf{p} /|\mathbf{p}|$ with polar coordinates

$$
\begin{equation*}
\hat{\mathbf{p}}^{1}=\sin \theta \cos \varphi, \quad \hat{\mathbf{p}}^{2}=\sin \theta \subseteq \mathrm{n} \varphi, \quad \hat{\mathbf{p}}^{3}=\cos \theta \tag{5.7}
\end{equation*}
$$

Its Euler angles may be chosen as $\varphi+\frac{1}{2} \pi, \theta, 0$, whence the second equation for $u_{\sigma}, D_{\sigma \lambda}^{(j)}$ are the rotation functions for the $(2 j+1)$-dimensional irreducible representation of $S U(2)$.

The field satisfies the equations

$$
\begin{align*}
\left(\mathbf{J}^{(j)} \cdot \nabla+\lambda \frac{\partial}{\partial x^{0}}\right) \chi(x) & =0,  \tag{5.8a}\\
\square \chi(x) & =0 . \tag{5.8b}
\end{align*}
$$

$\mathbf{J}^{(j)}$ is the usual $(2 j+1)$-dimensional representation of angular momentum

$$
\begin{aligned}
{\left[J_{1} \pm i J_{2}\right]_{\sigma \sigma^{\prime}} } & =\delta_{\sigma^{\prime}, \boldsymbol{\pi} \pm 1}[(j \mp \sigma)(j \pm \sigma+1)]^{\frac{1}{2}} \\
{\left[J_{3}\right]_{\sigma \sigma^{\prime}} } & =\sigma \delta_{\sigma, \sigma^{\prime}}
\end{aligned}
$$

The representations of $S U(2,2)$ which have been used for the description of massless particles are defined by the following field transformation law:

$$
\begin{align*}
{\left[\chi_{\sigma}(x), P_{\mu}\right]_{-} } & =i \partial_{\mu} \chi_{\sigma}(x), \\
{\left[\chi_{\sigma}(x), M_{\mu \nu}\right]_{-} } & =\left\{i\left(x_{\mu} \partial_{v}-x_{v} \partial_{\mu}\right) \delta_{\sigma \sigma^{\prime}}+\left[\Sigma_{\mu v}\right]_{\sigma \sigma^{\prime}}\right\} \chi_{\sigma^{\prime}}(x), \\
{\left[\chi_{\sigma}(x), D\right]_{-} } & =i\left(l-x_{v} \partial^{v}\right) \chi_{\sigma}(x),  \tag{5.9}\\
{\left[\chi_{\sigma}(x), K_{\mu}\right]_{-} } & =\left\{i\left(-2 l x_{\mu}+2 x_{\mu} x_{v} \partial^{v}-x^{2} \partial_{\mu}\right) \delta_{\sigma \sigma^{\prime}}\right. \\
& \left.+2 x^{v}\left[\Sigma_{\mu v}\right]_{\sigma \sigma^{\prime}}\right\} \chi_{\sigma^{\prime}}(x) .
\end{align*}
$$

Here $\Sigma_{\mu \nu}$ is the generator of $S L(2, C)$ in the $\left(i_{1}, j_{2}\right)$ representation, i.e., in the present case of $(0, j)$ and $(j, 0)$ fields,

$$
\begin{equation*}
\Sigma_{i j}=\epsilon_{i j k} J_{k}, \quad \Sigma_{0 k}=-i(\lambda j j) J_{k} \tag{5.10}
\end{equation*}
$$

and

$$
l=-1-j
$$

It has been shown ${ }^{3}$ that Eq. (5.9) is, in fact, the most general local $\operatorname{SU}(2,2)$-transformation law for a field that transforms under Lorentz transformations according to a finite-dimensional, irreducible representation $D^{\left(j_{1}, j_{2}\right)}$ of $S L(2, C)$ (see the Appendix).

Now we proceed to the equivalence between the transformation law (5.9) and (5.4) for a field defined
by Eq. (5.6). In other words, we shall show that

$$
\begin{align*}
& {\left[\chi_{\sigma}(x), J_{A B}\right]} \\
& =(2 \pi)^{-\frac{-3}{2}} \int d^{4} p \delta_{+}\left(p^{2}\right) u_{\sigma}(\mathbf{p}, \lambda) \\
& \quad \times\left[e^{-i p x} \partial_{A B}^{(\lambda)} a(\mathbf{p}, \lambda)+e^{i p x} \partial_{A B}^{\left(\lambda^{*}\right)} a^{*}(\mathbf{p},-\lambda)\right], \tag{5.11}
\end{align*}
$$

where the left-hand side is defined by Eqs. (5.9) and (3.1).

For the generators $P_{\mu}$, Eq. (5.11) is obviously true. It suffices then to check Eq. (5.11) for the generator $K_{0}=J_{06}-J_{05}$, since all other generators can be expressed in terms of multiple commutators of these. The proof is then an elementary, though somewhat tedious, exercise in properties of rotation functions. For the benefit of the reader let us sketch the calculation for the annihilation part $\chi_{\sigma}^{(+)}$of a field, for positive helicity $\lambda=+j$. From Eq. (5.9) we find, using well-known properties of the $\delta$ distribution,

$$
\begin{aligned}
{\left[\chi_{\sigma}^{(+)}(x), K_{0}\right]_{-}=} & (2 \pi)^{-\frac{3}{2}} \int d^{4} p \delta_{+}\left(p^{2}\right) e^{-i p x} \\
& \times\left\{\left(-|\mathbf{p}| \Delta-\frac{2 j}{|\mathbf{p}|}\right) \delta_{\sigma \sigma^{\prime}}+2\left[J_{k}\right]_{\sigma \sigma^{\prime}} \frac{\partial}{\partial p^{k}}\right\} \\
& \times u_{\sigma^{\prime}}(p, j) a(p, j) .
\end{aligned}
$$

As a consequence of (5.6), the $u_{\sigma}$ satisfy

$$
\begin{gather*}
(\mathbf{J} \cdot \mathbf{p}-j|\mathbf{p}|) u(\mathbf{p}, j)=0, \\
\left(|\mathbf{p}| \frac{\partial}{\partial|\mathbf{p}|}-j\right) u_{\sigma}(\mathbf{p} \cdot j)=0, \\
\frac{\partial}{\partial \theta} u_{\sigma}(\mathbf{p}, j)=-i\left[-\sin \varphi J_{1}+\cos \varphi J_{2}\right]_{\sigma \sigma^{\prime}} u_{\sigma^{\prime}}  \tag{5.12}\\
=\frac{1}{\sin \theta}(j \cos \theta-\sigma) u_{\sigma}(\mathbf{p}, j), \\
\frac{\partial}{\partial \varphi} u_{\sigma}(\mathbf{p}, j)=-i\left[J_{3}\right]_{\sigma \sigma^{\prime}} u_{\sigma^{\prime}}=-i \sigma u_{\sigma}(\mathbf{p}, j),
\end{gather*}
$$

Using these relations, it is readily established that

$$
\begin{aligned}
& {\left[\chi_{\sigma}^{(+)}(x), K_{0}\right]_{-}} \\
& =(2 \pi)^{-\frac{3}{2}} \int d^{4} p e^{-i \boldsymbol{p} x} \delta_{+}\left(p^{2}\right) u_{\sigma}(\mathbf{p}, j) \\
& \quad \times\left\{-|\mathbf{p}| \Delta+2 i \frac{\cos \theta}{|\mathbf{p}| \sin ^{2} \theta} j \frac{\partial}{\partial \varphi}+\frac{1}{|\mathbf{p}| \sin ^{2} \theta} j^{2}\right\} a(\mathbf{p}, j) .
\end{aligned}
$$

The differential operator in the braces agrees, indeed, with (3.11) and (3.14), which completes the proof of our statement.
Finally, let us say a word about the vector potential $A_{\mu}$ for a massless spin-1 particle. As discussed in detail by Weinberg, it is not a Lorentz covariant
field in the sense used above, but its Lorentz transformation law differs from (5.5) by a gauge transformation. The vector potential $A_{\mu}(x)$ is defined in terms of the field strengths, up to a gauge transformation, by

$$
\begin{equation*}
\partial_{\nu} A_{\mu}-\partial_{\mu} A_{\nu}=F_{\mu \nu} \tag{5.13}
\end{equation*}
$$

$F_{\mu v}$ is expressed in terms of the electric and magnetic field strengths $\mathbf{E}$ and $\mathbf{B}$ in the usual way. $\mathbf{E}-i \mathbf{B}$ and $\mathbf{E}+i \mathbf{B}$ are the massless fields with helicity $\lambda=-1$ and $\lambda=+1$, respectively, as were considered above, and Eqs. (5.8a) are Maxwell's equations. From Eq. (5.13) and the transformation law (5.9) for $F_{\mu \nu}$, one checks that $A_{\mu}(x)$ also transforms according to Eq. (5.9) up to a gauge transformation, with $l=-1$. $\Sigma_{\mu v}$ are then the generators of $\operatorname{SL}(2, C)$ in the $\left(\frac{1}{2}, \frac{1}{2}\right)$ representation.

An analogous statement holds for the spin-2 (gravitational) potential, again $l=-1$. We refer the reader to Weinberg's paper ${ }^{20}$ for a detailed discussion of the gravitational potential.
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## APPENDIX: THE CONFORMAL GROUP OF SPACE-TIME IN QUANTUM FIELD THEORY

The conformal group of space-time is compounded from coordinate transformations as follows:
(a) inhomogeneous Lorentz transformations,
(b) dilatations $x_{\mu}^{\prime}=\rho x_{\mu}, \rho>0$,
(c) special conformal transformations ${ }^{21}$

$$
x_{\mu}^{\prime}=\sigma^{-1}(x)\left(x_{\mu}-c_{\mu} x^{2}\right),
$$

where

$$
\sigma(x)=1-2 c x+c^{2} x^{2}
$$

This is the largest continuous group which leaves the light cone invariant. The generators $D$ of dilatation,

[^90]$K_{\mu}$ of special conformal transformations, and $P_{\mu}$, $M_{\mu \nu}$ of the Poincaré group satisfy the following CR:
\[

$$
\begin{align*}
{\left[D, P_{\mu}\right] } & =i P_{\mu}, \\
{\left[D, M_{\mu v}\right] } & =0, \\
{\left[D, K_{\mu}\right] } & =-i K_{\mu}, \\
{\left[K_{\mu}, K_{v}\right] } & =0, \\
{\left[K_{\mu}, P_{v}\right] } & =2 i\left(g_{\mu \nu} D-M_{\mu v}\right),  \tag{A1}\\
{\left[K_{\lambda}, M_{\mu v}\right] } & =i\left(g_{\lambda \mu} K_{v}-g_{\lambda v} K_{\mu}\right), \\
{\left[P_{\lambda}, M_{\mu v}\right]=} & i\left(g_{\lambda \mu} P_{v}-g_{\lambda v} P_{\mu}\right), \\
{\left[M_{\kappa \lambda}, M_{\mu v}\right]=} & i\left(g_{\lambda \mu} M_{\kappa v}-g_{\kappa \mu} M_{\lambda \nu}\right. \\
& \left.-g_{\lambda v} M_{\kappa \mu}+g_{\kappa v} M_{\lambda \mu}\right) .
\end{align*}
$$
\]

Note that the special conformal transformations do not transform momentum eigenstates into momentum eigenstates, since $\left[K_{\mu}, P_{\rho}\right.$ ] does not commute with the momenta $P_{\rho}$. The relation

$$
\begin{equation*}
e^{i \alpha D} P^{2} e^{-i \alpha D}=e^{-2 \alpha} P^{2} \tag{A2}
\end{equation*}
$$

implies that the mass-squared spectrum contained in a unitary representation of $\operatorname{SU}(2,2)$ either covers (at least) a whole real semiaxis or consists of the zero point only.

Let us now consider a (quantum) field which transforms according to a representation of the conformal group, i.e.,

$$
\begin{equation*}
(T(g) \chi)_{\alpha}(x)=S_{\alpha \beta}(g, x) \chi_{\beta}\left(g^{-1} x\right) . \tag{A3}
\end{equation*}
$$

Here $g$ acts on $x$ as indicated in (a)-(c).
The little group which leaves $x=0$ invariant is given by dilatations, special conformal transformations, and homogeneous Lorentz transformations. As is seen from Eq. (A1), it is isomorphic to an inhomogeneous Lorentz group plus dilatations, i.e.,

$$
\begin{equation*}
(S L(2, C) \otimes\{D\}) \cdot T_{4} . \tag{A4}
\end{equation*}
$$

The "translations" $T_{4}$ are the image of the special conformal transformations. Let the generators of this little group be denoted by $\delta, \kappa_{\mu}$, and $\Sigma_{\mu \nu}$, respectively. By the standard theory of induced representations, one finds ${ }^{3}$

$$
\begin{align*}
P_{\mu} \chi(x)= & i \partial_{\mu} \chi(x), \\
M_{\mu v} \chi(x)= & \left\{i\left(x_{\mu} \partial_{v}-x_{v} \partial_{\mu}\right)+\Sigma_{\mu v}\right\} \chi(x), \\
D_{\chi}(x)= & \left\{-i x^{v} \partial_{v}+\delta\right\} \chi(x),  \tag{A5}\\
K_{\mu} \chi(x)= & \left\{i \left(2 x_{\mu} x_{v} \partial^{v}-x^{2} \partial_{\mu}\right.\right. \\
& \left.\left.+2 i x^{v}\left[g_{\mu v} \delta-\Sigma_{\mu v}\right]\right)+\kappa_{\mu}\right\} \chi^{(x)} .
\end{align*}
$$

The action of finite transformations is given by Eq. (A3) with

$$
S_{\alpha \beta}(g, x)=D_{\alpha \beta}\left(t_{x} g t_{x}^{-1}\right) .
$$

Here $D$ is the representation of the little group (A4) whose generators are $\delta, \kappa_{\mu}, \Sigma_{\mu \nu}$. The translation which takes the point 0 of Minkowski space into $x$ is $t_{x}$. Two choices of the representation of the little group (A4) seem to be of particular interest:
(1) finite-dimensional representations with $\kappa_{\mu} \equiv 0$ and $\delta=i l 1$,
(2) infinite-dimensional unitary representations with $\kappa_{\mu} \neq 0$.

We wish to make a comment on case (2) first. In this case, $\chi(x)$ is an infinite component field. Recently, infinite-component field theories have been investigated ${ }^{8}$ which have the following property: for fixed space-time coordinate $x, x=0$, say, the components of the field span an irreducible representation space of the algebra of $S U(2,2)$. The representations used are the ladder representations. The auxiliary (index -) $S U(2,2)$ is, of course, not identical with the conformal group of space-time, as it does not act on the space-time coordinates. On the other hand, let us assume that the conformal structure of space-time reflects itself in the fact that the fields $\chi(x)$ form a representation space for the algebra of the conformal group of space-time. The resulting little group which acts on the indices only is then smaller than $S U(2,2)$ and is given by (A5). However, the result of the present paper tells us that the ladder representations of the above-mentioned index $-S U(2,2)$ remain irreducible when restricted to the subgroup (A4), ${ }^{22}$ because this group contains an inhomogeneous Lorentz group. Thus, the conformal structure of space-time provides a new motivation for using fields that transform according to a reducible representation of the "spin" - SL(2,C). Moreover, for a special choice of representations of the little group (A4) (corresponding to $\kappa_{\mu} \kappa^{\mu}=0$ ), we arrive at precisely the same reducible representations of the "spin"$S L(2, C)$ as have been used previously with the H atom as motivation.
Case (1) has been investigated in some detail. ${ }^{1-6}$ Here we have to do with ordinary finite-component fields. This is the case which we discussed in Sec. 5. It is seen from Eq. (A5) and the CR of $\Sigma_{\mu \nu}, \kappa_{\mu}, \delta$ that we must have $\delta=c 1, \kappa_{\mu}=0$, if $\Sigma_{\mu \nu}$ form an irreducible representation of the $S L(2, C)$ algebra. This is a consequence of Schur's lemma.
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#### Abstract

We consider the problem of obtaining the matrices that represent finite group elements in unitary irreducible representations of the group $O(2,1)$, in a basis in which the "noncompact" generator of an $O(1,1)$ subgroup is diagonal. The discrete series of representations is treated and expressions obtained for the matrix elements of group elements belonging both to the $O(2)$ subgroup and the other $O(1,1)$ subgroup.


## INTRODUCTION

A detailed study of the structure and properties of the representations of the group $O(2,1)$ is of considerable importance in connection with the current uses of noncompact group representations in elementary particle physics. Of these uses we may mention here the theory of infinite-component wave equations and of dynamical and noninvariance groups, ${ }^{1}$ the development of various types of partial wave expansions at fixed momentum transfer, ${ }^{2}$ and the representations of local current algebras. ${ }^{3}$ Among the semisimple noncompact Lie groups, the group $O(2,1)$ is the simplest to study; at the same time it is contained as a subgroup in every other semisimple noncompact Lie group. In this respect, its position is similar to that of the threedimensional rotation group among all compact semisimple Lie groups.

The group $O(2,1)$ has the same Lie algebra as the group $S U(1,1)$ of pseudounitary complex matrices in two dimensions, the homomorphism from the latter to the former being two-to-one. All the singlevalued nontrivial unitary irreducible representations (UIR's) of $S U(1,1)$ were determined a long time ago by Bargmann. ${ }^{4}$ These UIR's are all infinite-dimensional. The method used by Bargmann was to first determine all the Hermitian irreducible representations of the Lie algebra of $S U(1,1)$, and then explicitly

[^92]demonstrate that to each such representation there did correspond a UIR of the entire group. This analysis was carried out in a basis in the representation space, in which the generator of the compact subgroup $O(2)$ of $O(2,1)$ was diagonal. The spectrum of eigenvalues of this generator is discrete and any two eigenvalues in a given UIR differ by an integer. Bargmann also determined, in this basis, the matrices that represent finite elements of the group. Analogous to the Eulerian decomposition of rotations in threedimensional space, each element of $O(2,1)$ can be written as a product of three elements, the first and third belonging to the compact subgroup $O(2)$, the second belonging to a noncompact subgroup $O(1,1)$. Consequently, the problem of computing the matrix that represents an arbitrary element of the group, in the above-mentioned basis, reduces to that of computing the matrix that represents an arbitrary element of a given $O(1,1)$ subgroup of $O(2,1)$. The resulting matrix elements are closely related to the $d$-functions of angular-momentum theory.

Elsewhere, we have examined the structure of the UIR's of $O(2,1)$ in a basis in which the (hyperbolic) generator of an $O(1,1)$ subgroup is diagonalized. ${ }^{5}$ Our considerations were essentially restricted to the Lie algebra, and the manner in which the generators act in this "noncompact" basis was elucidated. The spectrum of such a noncompact generator always consists of the entire real line and the corresponding eigenvectors are nonnormalizable "ideal" vectors. The UIR's of $S U(1,1)$ can be broadly separated into two kinds, the discrete and the continuous; each of these can be further split up into various subclasses. These two kinds of UIR's can be very simply characterized in the following manner: in every UIR of the discrete kind, the $O(1,1)$ generator possesses one eigenvector for each eigenvalue, while in every UIR

[^93]of the continuous kind, it possesses two linearly independent eigenvectors for each eigenvalue. ${ }^{6}$

We here extend the above-mentioned work and determine explicitly the "matrices" that represent finite elements of $S U(1,1)$ in a noncompact basis in which an $O(1,1)$ generator is diagonal. Let us refer to the three independent elements of the Lie algebra as $J_{0}, J_{1}$, and $J_{2}$, where the first one is the generator of the $O(2)$ subgroup, while the last two are the two independent $O(1,1)$ generators. We shall compute the matrices that represent elements on the two oneparameter subgroups generated by $J_{0}$ and $J_{1}$, respectively, in a basis with $J_{2}$ diagonal. It is obvious that, if an element in $O(2,1)$ can be written in either the form $e^{i \zeta J_{2}} e^{i v J_{1}} e^{i \zeta^{\prime} J_{2}}$ or the form $e^{i \zeta J_{2}} e^{i \mu J_{0}} e^{i \zeta^{\prime} J_{2}}$, then its representative matrix in the noncompact basis would be particularly simple. It is interesting to note that the sets of elements which can be expressed in these two ways are mutually exclusive (except for the case $\nu=\mu=0$ ), and, taken together, they do not exhaust the entire group. That is to say, there is a set of group elements which cannot be expressed in either of the two ways given above. To compute their representative matrices, one could go back to the "Euler" decomposition valid for all elements and then express their matrices essentially as the product of two matrices representing elements of the type $e^{i \mu J_{0}}$ together with an integration over a complete set of eigenstates of $J_{2}$.

As we have said earlier, there is a characteristic difference in the eigenvalue and eigenvector structure of $J_{2}$ in the discrete UIR's, on the one hand, and the continuous UIR's, on the other. The former are in one sense more simple, and in another sense more complicated, than the latter. They are more simple because in them $J_{2}$ possesses only one eigenvector corresponding to each eigenvalue. They are more complicated in that their "natural" realizations in function spaces involves Hilbert spaces of analytic functions or boundary values of analytic functions, whereas the continuous UIR's can be "naturally" realized in Hilbert spaces of functions which are square-integrable $\left(L_{2}\right)$ over a suitable domain. ${ }^{7}$ Consequently, it is natural to consider these two cases separately. In the present paper, we consider the discrete UIR's, and in a succeeding one we deal with the continuous UIR's, treating both nonexceptional and exceptional types. Some of the results of this paper, namely, the matrices representing the

[^94]elements $e^{i \mu J_{0}}$ in the discrete UIR's, have been obtained recently by Barut and Phillips. ${ }^{8}$ However, since the methods of derivation are somewhat different and so as not to destroy the continuity of the presentation, these results are included in this paper.

In Sec. 1, we review briefly the structure of the group $S U(1,1)$ and its Lie algebra and then go on to determine the sets of elements decomposable in one of the two forms given earlier. In Sec. 2 we determine the matrices of the elements $e^{i v J_{1}}$ in the basis with $J_{2}$ diagonal; Sec. 3 is devoted to the identical problem for the elements $e^{i \mu J_{0}}$. It is convenient to work in a specific realization of the discrete UIR's and we choose the one given by Gel'fand et al. ${ }^{9}$ This allows a uniform treatment of all the single-valued discrete UlR's of $S U(1,1)$, i.e., $D_{k}^{ \pm}$, for $k=\frac{1}{2}, 1, \frac{3}{2}, \cdots$, in the notation of Bargmann. We will consider only $D_{k}^{+}$in detail, the results for $D_{k}^{-}$being obtained from these essentially by complex conjugation.

Note Added in Proof: After completion of this paper, the book Special Functions and the Theory of Group Representations, by N. J. Vilenkin (American Mathematical Society, Providence, Rhode Island, 1968), has come to the author's attention. The problems treated in this and the following paper are also considered in Chap. VII of this book.

## 1. PARAMETRIZATION OF GROUP ELEMENTS

Elements of the group $S U(1,1)$ are in one-to-one correspondence with two-dimensional complex pseudounitary matrices in the following way:

$$
g \rightarrow\left(\begin{array}{cc}
\alpha & \beta  \tag{1.1}\\
\beta^{*} & \alpha^{*}
\end{array}\right), \quad|\alpha|^{2}-|\beta|^{2}=1
$$

The Lie algebra of $S U(1,1)$ is spanned by the three elements $J_{0}, J_{1}, J_{2}$ obeying the following commutation rules:

$$
\begin{align*}
& -i\left[J_{0}, J_{1}\right]=J_{2}, \\
& -i\left[J_{0}, J_{2}\right]=-J_{1},  \tag{1.2}\\
& -i\left[J_{1}, J_{2}\right]=-J_{0} .
\end{align*}
$$

In every UIR of $S U(1,1)$, the $J$ 's are linear selfadjoint operators and the Casimir invariant $Q$,

$$
\begin{equation*}
Q=J_{1}^{2}+J_{2}^{2}-J_{0}^{2} \tag{1.3}
\end{equation*}
$$

becomes equal to a real multiple of the identity operator. The matrices representing the generators $J_{j}$ and the one parameter subgroups $e^{i \mu J_{0}}, e^{i v J_{1}}$, and

[^95]$e^{i \zeta J_{2}}$, in the defining two-dimensional representation of $S U(1,1)$, have been listed in (A).

From (1.1) it is evident that a simple way to parametrize the elements of $S U(1,1)$ is to introduce three real variables $\xi, \phi, \psi$ in the following way:

$$
\begin{equation*}
\alpha=\cosh \xi \cdot e^{i \phi}, \quad \beta=\sinh \xi \cdot e^{i \varphi} . \tag{1.4}
\end{equation*}
$$

If we choose their ranges to be

$$
\begin{equation*}
0 \leq \xi<\infty, \quad-\pi<\phi, \psi \leq \pi \tag{1.5}
\end{equation*}
$$

we certainly obtain all the group elements. In order to obtain them just once each, we restrict $\psi$ to be zero when $\xi$ vanishes. (This parametrization is trivially related to the Euler-type decomposition. ${ }^{5}$ ) So we may write an element $g$ of $S U(1,1)$ as

$$
\begin{equation*}
g=g(\xi, \phi, \psi) \tag{1.6}
\end{equation*}
$$

Let us now consider the set of elements $k\left(\zeta, v, \zeta^{\prime}\right)$, where

$$
\begin{equation*}
k\left(\zeta, v, \zeta^{\prime}\right)=e^{i \zeta J_{2}} e^{i v J_{1}} e^{i \zeta^{\prime} J_{2}} \tag{1.7}
\end{equation*}
$$

Each such element $k\left(\zeta, \nu, \zeta^{\prime}\right)$ is equal to a $g(\xi, \phi, \psi)$ for some set of values of $\xi, \phi, \psi$. We wish to determine what part of the domain of variation of $\xi, \phi, \phi$ is covered by considering the elements $k\left(\zeta, v, \zeta^{\prime}\right)$ as each of the parameters $\zeta, v, \zeta^{\prime}$ varies independently from $-\infty$ to $+\infty$. To discover this, all that has to be done is to equate the two-dimensional matrix representing the element in (1.7) to that representing the element in (1.6) and to solve for $\xi, \phi$, and $\psi$. One can check easily that the range of $\xi, \phi, \psi$ that is covered is symmetric under reflections in the $\phi$ and $\psi$ axes separately, i.e., under $\psi \rightarrow-\psi$ and $\phi \rightarrow-\phi$. It is, therefore, sufficient to consider the region $0 \leq \phi, \psi \leq \pi$. One then finds that, for each value of $\xi$, the values of $\phi$ and $\psi$ attainable by elements of the form $k\left(\zeta, v, \zeta^{\prime}\right)$ are bounded by a curve determined by $\xi$ :

$$
\begin{align*}
& 0 \leq \phi \leq \phi_{0}=\sin ^{-1} \tanh \xi, \quad \phi_{0}<\pi / 2 \\
&-\left[1-\sin ^{2} \phi \operatorname{coth}^{2} \xi\right]^{\frac{1}{2}} \leq \cos \psi \\
& \leq+\left[1-\sin ^{2} \phi \operatorname{coth}^{2} \xi\right]^{\frac{1}{2}} \tag{1.8}
\end{align*}
$$

This can be represented as in Fig. 1; the shaded region, together with its reflections in the $\phi$ and $\psi$ axes, consists of the set of elements of the form $k\left(\zeta, v, \zeta^{\prime}\right)$. It is interesting to note, among other things, that this region does not contain any nontrivial element of the form $e^{i \mu J_{0}}$.

Next we consider the set of elements $h\left(\zeta, \mu, \zeta^{\prime}\right)$, defined as

$$
\begin{equation*}
h\left(\zeta, \mu, \zeta^{\prime}\right)=e^{i \zeta J_{2}} e^{i \mu J_{0}} e^{i \zeta^{\prime} J_{\mathbf{z}}} \tag{1.9}
\end{equation*}
$$

and the region in the $\xi, \phi, \psi$ space covered by them.


FIG.I: ELEMENTS OF THE FORM $k\left(5, \nu, \zeta^{\prime}\right)$.
$\left(\varnothing_{0}=\operatorname{Sin}^{-1} \tanh E\right)$

It is clear that this region and that covered by the elements $k\left(\zeta, v, \zeta^{\prime}\right)$ must be nonoverlapping since, as we remarked earlier, the latter does not contain any nontrivial element of the form $e^{i \mu J_{0}}$. As before, one can check that the region involved is symmetric under both replacements $\phi \rightarrow-\phi, \psi \rightarrow-\psi$, and one may restrict oneself to the domain $0 \leq \phi, \psi \leq \pi$. A routine analysis then shows that the area covered by the elements $h\left(\zeta, \mu, \zeta^{\prime}\right)$ is bounded in the following way: For each value of $\xi$, all values of $\phi$ are attainable, while for given $\xi$ and $\phi, \psi$ is constrained by the following inequalities:

$$
\begin{align*}
\max \left(0,1-\sin ^{2} \phi\right. & \left.\operatorname{coth}^{2} \xi\right) \\
& \leq \cos ^{2} \psi  \tag{1.10}\\
& \leq \min \left(1, \cos ^{2} \phi \operatorname{coth}^{2} \xi\right)
\end{align*}
$$

(Note that these limits on $\cos ^{2} \psi$ are always compatible.) Thus, for $\phi$ lying either in the range 0 to $\sin ^{-1} \tanh \xi$ or in the range $\pi-\sin ^{-1} \tanh \xi$ to $\pi$, $\cos ^{2} \psi$ is bounded below by $1-\sin ^{2} \phi \operatorname{coth}^{2} \xi$; and for $\phi$ in the range $\frac{1}{2} \pi-\sin ^{-1} \tanh \xi$ to $\frac{1}{2} \pi+$ $\sin ^{-1} \tanh \xi, \cos ^{2} \psi$ is bounded above by $\cos ^{2} \phi \operatorname{coth}^{2} \xi$. This region can be depicted as in Fig. 2; to the shaded region must be added those obtained by the reflections $\phi \rightarrow-\phi, \psi \rightarrow-\psi$ in order to exhibit all the elements of the form $h\left(\zeta, \mu, \zeta^{\prime}\right)$.

From these considerations it is clear that, as far as elements of the two forms $k\left(\zeta, v, \zeta^{\prime}\right)$ and $h\left(\zeta, \mu, \zeta^{\prime}\right)$ are concerned, their representative matrices in a basis wherein $J_{2}$ is diagonal reduce essentially to those for the elements $e^{i v J_{1}}$ and $e^{i \mu J_{0}}$, respectively (and these will be computed in the following sections). However, if we have an element $g \in S U(1,1)$, which is not of one of these two forms, the computation of its representative matrix involves more work. In principle, we could express such an element as

$$
\begin{equation*}
g=e^{i \mu J_{0}} e^{i \zeta J_{2}} e^{i \mu^{\prime} J_{0}} \tag{1.11}
\end{equation*}
$$

(which is actually a form valid for all elements $g$ ).


FIG. 2 : ELEMENTS OF THE FORM $\nleftarrow(\zeta, \mu, \zeta)$. $\left(\sigma_{0}=\operatorname{Sin}^{-1} \tanh \xi\right)$

Then the matrix representing $g$ appears as the integral, over intermediate eigenstates of $J_{2}$, of the product of the matrices corresponding to $e^{i \mu J_{0}}$ and $e^{i \mu^{\prime} J_{0}}$, together with the factor $e^{i / J_{2}}$, which, of course, reduces to a "plane wave." In this paper, we shall not compute the matrix corresponding to such a general element $g$.

## 2. MATRICES OF $O(1,1)$ TRANSFORMATIONS

The single-valued discrete UIR's of $S U(1,1)$ are generally denoted by $D_{k}^{+}$and $D_{k}^{-}, k$ running over the values $\frac{1}{2}, 1, \frac{3}{2}, \cdots$. Both in $D_{k}^{+}$and in $D_{k}^{-}$, the Casimir invariant $Q$ takes on the value $k(1-k)$. However, in the former, the spectrum of $J_{0}$ consists of the numbers $k, k+1, k+2, \cdots$, while in the latter it consists of the numbers $-k,-k-1$, $-k-2, \cdots$. The representation $D_{k}^{-}$is essentially the complex conjugate of $D_{k}^{+}$, and the same is then true for the representation matrices. We may, therefore, restrict ourselves to the UIR's of type $D_{\boldsymbol{k}}^{+}$only. Note that $k$ and the eigenvalues of $J_{0}$ are simultaneously integral or simultaneously half-odd integral. Except for the fact that, at certain points, the case $k=\frac{1}{2}$ has to be treated separately, the actual calculation of representation matrices goes through in a uniform manner for all $k{ }^{10}$

In the UIR $D_{k}^{+}$, the spectrum of the operator $J_{2}$ consists of the entire real line, and, as stated in the Introduction, there is just one eigenvector for each eigenvalue. ${ }^{11}$ Thus we may introduce a basis in the following way:

$$
\begin{align*}
& J_{2}\left|k_{+} ; p\right\rangle=p\left|k_{+} ; p\right\rangle \\
&\left\langle k_{+} ; p^{\prime} \mid k_{+} ; p\right\rangle=\delta\left(p^{\prime}-p\right) \\
&-\infty<p, \quad p^{\prime}<\infty \tag{2.1}
\end{align*}
$$

[^96](Note that, in contrast to the generator $J_{0}$, the range of the eigenvalues of $J_{2}$ is independent of $k$.) In this basis, the one-parameter subgroups generated by $J_{1}$ and $J_{0}$ are represented by "matrices" with the continuous variables $p^{\prime}$ and $p$ playing the role of row and column indices. We define
\[

$$
\begin{align*}
& \left\langle k_{+} ; p^{\prime}\right| e^{i v J_{1}}\left|k_{+} ; p\right\rangle=\mathscr{F}^{\left(k_{+}\right)}\left(p^{\prime}, p ; v\right), \\
& \left\langle k_{+} ; p^{\prime}\right| e^{i \mu J_{0}}\left|k_{+} ; p\right\rangle=\mathcal{G}^{\left(k_{+}\right)}\left(p^{\prime}, p ; \mu\right) . \tag{2.2}
\end{align*}
$$
\]

In this section, we deal with the determination of the functions $\mathcal{F}$; in the next we deal with $\mathcal{G}$.

The function $\mathcal{F}$ obeys the following second-order differential equation with respect to the variable $\nu^{12}$ :

$$
\begin{align*}
& {\left[\frac{d^{2}}{d \nu^{2}}+\operatorname{coth} v \frac{d}{d v}+k(1-k)\right.} \\
& \left.\quad+\frac{p^{\prime 2}+p^{2}-2 p^{\prime} p \cosh v}{\sinh ^{2} v}\right]_{\mathcal{F}^{\left(k_{4}\right)}\left(p^{\prime}, p ; \nu\right)=0 .} \tag{2.3}
\end{align*}
$$

This equation possesses two linearly independent solutions which we shall call $\phi_{1}$ and $\phi_{2}{ }^{13}$ :

$$
\begin{align*}
& \phi_{1}\left(k ; p^{\prime}, p ; v\right) \\
& =\left(\cosh ^{2} \frac{1}{2} v\right)^{i\left(p^{\prime}+p\right) / 2}\left(\sinh ^{2} \frac{1}{2} v\right)^{i\left(p^{\prime}-p\right) / 2} \\
& \quad \times F\left(k+i p^{\prime}, 1-k+i p^{\prime} ; 1+i p^{\prime}-i p ;-\sinh ^{2} \frac{1}{2} v\right), \\
& \phi_{2}\left(k ; p^{\prime}, p ; v\right) \\
& =\left(\cosh ^{2} \frac{1}{2} v\right)^{i\left(p+p^{\prime}\right) / 2}\left(\sinh ^{2} \frac{1}{2} v\right)^{i\left(p-p^{\prime}\right) / 2} \\
& \quad \times F\left(k+i p, 1-k+i p ; 1+i p-i p^{\prime} ;-\sinh ^{2} \frac{1}{2} v\right), \\
& \quad \phi_{2}\left(k ; p^{\prime}, p ; v\right)=\phi_{1}\left(k ; p, p^{\prime} ; v\right)=\phi_{1}\left(k ; p^{\prime}, p ; v\right)^{*} \tag{2.4}
\end{align*}
$$

(where $F$ is the hypergeometric function). $\mathscr{F}$ is a linear combination of these two solutions. To determine it, we turn to the specific realization of the UIR's $D_{k}^{+}$as given by Gel'fand et al. ${ }^{9}$
The Hilbert space $\mathscr{H}_{k}$, in which the UIR $D_{k}^{+}$will be set up, consists of functions $f(x)$, which are boundary values on the real axis of functions that are analytic in the upper half-plane, and for which the inner product is defined in the following way for $k=\frac{1}{2}$ :

$$
(h, f)_{\frac{1}{2}}=(2 \pi)^{-1} \int_{-\infty}^{\infty} d x h(x)^{*} f(x)
$$

for $k>\frac{1}{2}$ we have

$$
\begin{array}{r}
(h, f)_{k}=\frac{(2 \pi)^{-2} e^{-i \pi k}}{\Gamma(2 k-1)} \int_{-\infty}^{\infty} d x^{\prime} \int_{-\infty}^{\infty} d x h\left(x^{\prime}\right)^{*}\left(x^{\prime}-x\right)^{2 k-2} \\
\times \ln \left(x^{\prime}-x-i \epsilon\right) f(x) . \tag{2.5}
\end{array}
$$

[^97]If we pass to the Fourier transforms of $f(x)$ and $h(x)$ defined via

$$
\begin{equation*}
f(x)=\int_{0}^{\infty} d \lambda e^{i \lambda x} \tilde{f}(\lambda) \tag{2.6}
\end{equation*}
$$

then the scalar product has a uniform appearance for all $k$ :

$$
\begin{equation*}
(h, f)_{k}=\int_{0}^{\infty} d \lambda \lambda^{1-2 k} \tilde{h}(\lambda)^{*} \tilde{f}(\lambda) \tag{2.7}
\end{equation*}
$$

In the UIR $D_{k}^{+}$, the element $g$, corresponding to a matrix as in (1.1), is represented by a unitary operator $U(g)$ which acts on any vector $f \in \mathcal{H}_{k}$ as follows ${ }^{\mathbf{1 4}}$ :

$$
\begin{align*}
{[U(g) f](x)=\left(\alpha_{\mathrm{r}}\right.} & \left.+\beta_{\mathrm{r}}-\left(\alpha_{\mathrm{i}}+\beta_{\mathrm{i}}\right) x\right)^{-2 k} \\
& \times f\left(\frac{\alpha_{i}-\beta_{\mathrm{i}}+\left(\alpha_{\mathrm{r}}-\beta_{\mathrm{r}}\right) x}{\alpha_{\mathrm{r}}+\beta_{\mathrm{r}}-\left(\alpha_{\mathrm{i}}+\beta_{\mathrm{i}}\right) x}\right) \tag{2.8}
\end{align*}
$$

( $\alpha_{r}$ and $\alpha_{i}$ are the real and imaginary parts of $\alpha$, similarly for $\beta$.)

We can now use Eq. (2.8) to determine the normalized eigenfunctions of $J_{2}$, corresponding to the kets defined in (2.1). They turn out to be

$$
\begin{align*}
\left|k_{+} ; p\right\rangle \rightarrow \varphi_{p}(x) & =(2 \pi)^{-\frac{1}{2}} e^{-\frac{1}{2} p \pi}|\Gamma(k+i p)|(x+i \epsilon)^{-k-i p} \\
\tilde{\varphi}_{p}(\lambda) & =(2 \pi)^{-\frac{1}{2}} e^{i\left[\eta_{k}(p)-\frac{1}{2} k \pi\right] \lambda^{k+i p-1}}  \tag{2.9}\\
\eta_{k}(p) & =\arg \Gamma(k-i p)
\end{align*}
$$

Employing these explicit expressions and using (2.8), we can write down an integral representation for the matrix $\mathcal{F}$. We have

$$
\begin{align*}
\mathcal{F}^{\left(k_{+}\right)}\left(p^{\prime}, p ; v\right)= & (2 \pi)^{-2} e^{i\left[\frac{1}{2} k \pi-\eta_{k}\left(p^{\prime}\right)\right]-\frac{1}{2} p \pi}|\Gamma(k+i p)| \\
& \times \int_{0}^{\infty} d \lambda \lambda^{-k-i p^{\prime}} \int_{-\infty}^{\infty} d x e^{-i \lambda x} \\
& \times\left(\cosh \frac{1}{2} v-(x+i \epsilon) \sinh \frac{1}{2} v\right)^{-2 k} \\
& \times\left(\frac{x \cosh \frac{1}{2} v-\sinh \frac{1}{2} v}{\cosh \frac{1}{2} v-x \sinh \frac{1}{2} v}+i \epsilon\right)^{-k-i p} \tag{2.10}
\end{align*}
$$

In this expression, the $i \epsilon$ 's have been retained to remind us that in $x$ space the functions we are dealing with are boundary values of functions analytic in the upper half-plane. Now, rather than explicitly evaluate this integral, it is much easier to compute the asymptotic value of $\mathscr{F}$ as, say, $v \rightarrow+\infty$, and then find out what linear combination of $\phi_{1}$ and $\phi_{2}$ reproduces this

[^98]asymptotic behavior. ${ }^{15}$ From (2.10) we obtain
\[

$$
\begin{align*}
\mathfrak{F}^{\left(k_{+}\right)}\left(p^{\prime}, p ; v\right) & \xrightarrow[v \rightarrow+\infty]{\longrightarrow} \frac{e^{\frac{1}{2 \pi\left(p-p^{\prime}\right)}}}{2 \pi} \\
& \times \frac{\left|\Gamma\left(k+i p^{\prime}\right) \Gamma(k+i p)\right|}{\Gamma(2 k)} 4^{k} e^{-k v} \tag{2.11}
\end{align*}
$$
\]

(Note that the asymptotic form of $\mathfrak{F}$ as $\nu \rightarrow-\infty$ is different from the one above.) After some algebra, we find that the proper linear combination of $\phi_{1}$ and $\phi_{2}$ for $\nu \geq 0$ is the following:

$$
\begin{align*}
\mathscr{F}^{\left(k_{+}\right)} & \left(p^{\prime}, p ; v\right) \\
= & e^{\frac{1}{2} \pi\left(p-p^{\prime}\right)}(2 \pi)^{-1} \\
& \times\left[e^{i\left[\eta_{k}(p)-\eta_{k}\left(p^{\prime}\right)\right]} \Gamma\left(i p-i p^{\prime}\right) \phi_{\mathbf{1}}\left(k ; p^{\prime}, p ; \nu\right)\right. \\
& \left.\quad+e^{i\left[\eta_{k}\left(p^{\prime}\right)-\eta_{k}(p)\right]} \Gamma\left(i p^{\prime}-i p\right) \phi_{2}\left(k ; p^{\prime}, p ; \nu\right)\right] . \tag{2.12}
\end{align*}
$$

For negative values of $\nu$, one may either obtain the asymptotic form from (2.10) and repeat the procedure described above or, more simply, one may use the formula

$$
\begin{equation*}
\mathcal{F}^{\left(k_{+}\right)}\left(p^{\prime}, p ; \nu\right)=\left[\mathcal{F}^{\left(k_{+}\right)}\left(p, p^{\prime} ;-\nu\right)\right]^{*} \tag{2.13}
\end{equation*}
$$

which follows from the unitarity of the operator $U\left(e^{i v J_{1}}\right)$. One then obtains, for $v \leq 0$,

$$
\begin{align*}
& \mathcal{F}^{\left(k_{+}\right)}\left(p^{\prime}, p ; v\right) \\
&= \frac{e^{\frac{1}{2} \pi\left\{p^{\prime}-p\right)}}{2 \pi}\left[e^{i\left[\eta_{k}(p)-\eta_{k}\left(p^{\prime}\right)\right]} \Gamma\left(i p-i p^{\prime}\right) \phi_{1}\left(k ; p^{\prime}, p ; v\right)\right. \\
&\left.+e^{i\left[\eta_{k}\left(p^{\prime}\right)-\eta_{k}(p)\right]} \Gamma\left(i p^{\prime}-i p\right) \phi_{2}\left(k ; p^{\prime}, p ; v\right)\right] . \tag{2.14}
\end{align*}
$$

This completes the evaluation of the "matrix elements" of the operator $U\left(e^{i v J_{1}}\right)$ in the basis with $J_{2}$ diagonal. One may check from (2.12) and (2.14) that, as $\nu \rightarrow 0$ either via positive or negative values, one has the right boundary value for $\mathcal{F}$ :

$$
\begin{equation*}
\lim _{v \rightarrow 0} \mathscr{F}^{\left(k_{+}\right)}\left(p^{\prime}, p ; \nu\right)=\delta\left(p^{\prime}-p\right) \tag{2.15}
\end{equation*}
$$

The identity needed to establish this is

$$
\begin{equation*}
\lim _{R \rightarrow \infty} a^{-1} \sin a R=\pi \delta(a) \tag{2.16}
\end{equation*}
$$

Combining (2.11), (2.12), and (2.14), we can express the behavior of $\mathcal{F}$ as $\nu \rightarrow \pm \infty$ in the single formula

$$
\begin{align*}
& \mathcal{F}^{\left(k_{+}\right)}\left(p^{\prime}, p ; v\right) \\
& \underset{v \rightarrow \pm \infty}{ } e^{ \pm \frac{1}{2} \pi\left(p-p^{\prime}\right)}  \tag{2.17}\\
& 2 \pi\left|\Gamma\left(k+i p^{\prime}\right) \Gamma(k+i p)\right| \\
& \Gamma(2 k) 4^{k} e^{-k|v|} .
\end{align*}
$$

${ }^{15}$ For details concerning the hypergeometric functions, see, for instance, Higher Transcendental Functions, A. Erdélyi, Ed. (McGrawHill Book Co., New York, 1953), Vol. 1, Chap. II; N. N. Lebedev Special Functions and their Applications (Prentice-Hall, Inc. Englewood Cliffs, N.J., 1965).

We denote the corresponding "matrix elements" of $e^{i v J_{1}}$ in the UIR $D_{k}^{-}$by $\mathscr{F}^{\left(k_{-}\right)}\left(p^{\prime}, p ; \nu\right)$. These may be taken to be just the complex conjugates of $\mathscr{F}^{(k+)}\left(p^{\prime}, p ; v\right)$ together with a change in the sign of $v$. However, from (2.12) and (2.14), we see that the latter functions are real. Hence, we have

$$
\begin{equation*}
\mathcal{F}^{(k-1)}\left(p^{\prime}, p ; v\right)=\mathcal{F}^{\left(k_{+}\right)}\left(p^{\prime}, p ;-v\right) . \tag{2.18}
\end{equation*}
$$

## 3. MATRICES OF $O(2)$ TRANSFORMATIONS

We now turn to the evaluation of the matrix elements of $e^{i \mu J_{0}}$ namely, the functions $\Theta^{\left(k_{+}\right)}\left(p^{\prime}, p ; \mu\right)$. Similar to (2.3), one can establish the following differential equation for $\mathcal{G}^{12}$ :

$$
\begin{align*}
& {\left[\frac{d^{2}}{d \mu^{2}}+\cot \mu \frac{d}{d \mu}-k(1-k)\right.} \\
& \left.\quad+\frac{p^{\prime 2}+p^{2}-2 p^{\prime} p \cos \mu}{\sin ^{2} \mu}\right] \mathfrak{g}^{\left(k_{+}\right)}\left(p^{\prime}, p ; \mu\right)=0 . \tag{3.1}
\end{align*}
$$

Let us define two linearly independent solutions $\psi_{1}$ and $\psi_{2}$ to be ${ }^{16}$

$$
\begin{align*}
& \psi_{1}\left(k ; p^{\prime}, p ; \mu\right) \\
& =\left(\cos ^{2} \frac{1}{2} \mu\right)^{\frac{1}{2} i\left(p^{\prime}+p\right)}\left(\sin ^{2} \frac{1}{2} \mu\right)^{\frac{1}{2} i\left(p^{\prime}-p\right)} \\
& \quad \times F\left(k+i p^{\prime}, 1-k+i p^{\prime} ; 1+i p^{\prime}-i p ; \sin ^{2} \frac{1}{2} \mu\right), \\
& \psi_{2}\left(k ; p^{\prime}, p ; \mu\right) \\
& =\left(\cos ^{2} \frac{1}{2} \mu\right)^{\frac{1}{2} i\left(p+p^{\prime}\right)}\left(\sin ^{2} \frac{1}{2} \mu\right)^{\frac{1}{2} i\left(p-p^{\prime}\right)} \\
& \quad \times F\left(k+i p, 1-k+i p ; 1+i p-i p^{\prime} ; \sin ^{2} \frac{1}{2} \mu\right), \\
& \psi_{2}\left(k ; p^{\prime}, p ; \mu\right)=\psi_{1}\left(k ; p, p^{\prime} ; \mu\right)=\psi_{1}\left(k ; p^{\prime}, p ; \mu\right)^{*} . \tag{3.2}
\end{align*}
$$

Then, $\mathcal{G}$ is a certain linear combination of $\psi_{1}$ and $\psi_{2}$.
Let us now use the realization of the UIR's $D_{k}^{+}$ described in the previous section. We can show quite easily that

$$
\begin{equation*}
U\left(e^{i \pi J_{0}}\right)\left|k_{+} ; p\right\rangle=e^{i \pi k}\left|k_{+} ;-p\right\rangle \tag{3.3}
\end{equation*}
$$

which is essentially what we would expect to find. Using this result, we can show that

This means that it suffices to compute $\mathcal{G}$ for the range $0 \leq \mu \leq \pi$; its values elsewhere can be obtained by use of (3.4). Analogous to (2.10), we can write

[^99]down an integral representation for $\mathcal{G}$ :
\[

$$
\begin{align*}
\mathcal{G}^{(k+)}\left(p^{\prime}, p ; \mu\right)= & (2 \pi)^{-2} e^{i \frac{1}{2} k \pi x-\eta_{k}\left(p^{\prime}\right)-\frac{1}{2} p \pi}|\Gamma(k+i p)| \\
& \times \int_{0}^{\infty} d \lambda \lambda^{-k-i p^{\prime}} \int_{-\infty}^{\infty} d x e^{-i \lambda x} \\
& \times\left(\cos \frac{1}{2} \mu-(x+i \epsilon) \sin \frac{1}{2} \mu\right)^{-2 k} \\
& \times\left(\frac{x \cos \frac{1}{2} \mu+\sin \frac{1}{2} \mu}{\cos \frac{1}{2} \mu-x \sin \frac{1}{2} \mu}+i \epsilon\right)^{-k-i p} \tag{3.5}
\end{align*}
$$
\]

We could now use this representation to extract the "asymptotic behavior" of $\mathfrak{G}$; but this time, we have to go outside of the group to do this. Guided by the fact that the factors appearing on the right-hand side of (3.5) are boundary values for real $x$ of functions analytic in the upper half-plane, we make $\cos \frac{1}{2} \mu$ and $\sin \frac{1}{2} \mu$ go to infinity in the following way:

$$
\begin{equation*}
\cos \frac{1}{2} \mu=\Lambda, \quad \sin \frac{1}{2} \mu \cong+i \Lambda, \quad \Lambda \rightarrow+\infty . \tag{3.6}
\end{equation*}
$$

This analytic continuation corresponds to the following: We start with a "sensible" value of $\mu$ in the range $0<\mu<\pi$, such that $0<\Lambda<1$. We now make $\Lambda$ go to infinity along the positive real axis avoiding, however, the point $\Lambda=1$ by making a small detour into the lower half of the complex plane around $\Lambda=1$. This specifies the way in which $\sin \frac{1}{2} \mu$ is to be continued and is such that the functions of $x$ appearing on the right-hand side in (3.5) always have singularities only in the lower half-plane. With this prescription, (3.5) yields

$$
\begin{equation*}
\mathcal{G}^{\left(k_{+}\right)}\left(p^{\prime}, p ; \mu\right) \xrightarrow[\Lambda \rightarrow+\infty]{ } \frac{1}{2 \pi} \frac{\left|\Gamma\left(k+i p^{\prime}\right) \Gamma(k+i p)\right|}{\Gamma(2 k)} \Lambda^{-2 k} . \tag{3.7}
\end{equation*}
$$

As before, we can now determine the proper linear combination of the functions $\psi_{1}$ and $\psi_{2}$ that will reproduce this asymptotic behavior. ${ }^{15}$ In this way we find, for $0 \leq \mu \leq \pi$,

$$
\begin{align*}
\mathfrak{G}^{(k+1)}\left(p^{\prime}, p ; \mu\right)= & \frac{e^{\frac{1}{2} r\left(p^{\prime}-p\right)}}{2 \pi} e^{i\left[\eta_{k}(p)-\eta_{k}\left(p^{\prime}\right)\right]} \\
& \times \Gamma\left(i p-i p^{\prime}\right) \psi_{1}\left(k ; p^{\prime}, p ; \mu\right) \\
& \left.+(2 \pi)^{-1} e^{\frac{1}{2 r}\left(p-p^{\prime}\right.}\right) e^{i\left[\eta_{k}^{\prime}\left(p^{\prime}\right)-\eta_{k}(p)\right]} \\
& \times \Gamma\left(i p^{\prime}-i p\right) \psi_{2}\left(k ; p^{\prime}, p ; \mu\right) . \tag{3.8}
\end{align*}
$$

At the limiting values $\mu=0$ and $\pi$, we recover the expected boundary values of $\mathfrak{G}$ :

$$
\begin{align*}
& \mathbf{G}^{(k+)}\left(p^{\prime}, p ; 0\right)=\delta\left(p^{\prime}-p\right) \\
& \mathbf{G}^{(k+)}\left(p^{\prime}, p ; \pi\right)=e^{i \pi k} \delta\left(p^{\prime}+p\right) \tag{3.9}
\end{align*}
$$

To evaluate $\mathcal{G}$ for other values of $\mu$, we now use (3.4).

We obtain, for $\pi \leq \mu \leq 2 \pi$,

$$
\begin{align*}
\mathcal{G}^{\left(k_{+}\right)}\left(p^{\prime}, p ; \mu\right)= & e^{2 \pi i k}(2 \pi)^{-1} e^{\frac{1}{2} \pi\left(p-p^{\prime}\right)} e^{i\left[\eta_{k}(p)-\eta_{k}\left(p^{\prime}\right)\right]} \\
& \times \Gamma\left(i p-i p^{\prime}\right) \psi_{1}\left(k ; p^{\prime}, p ; \mu\right) \\
& +e^{2 \pi i k}(2 \pi)^{-1} e^{\frac{1}{2 \pi\left(p^{\prime}-p\right)}} e^{i\left[\eta_{k}\left(p^{\prime}\right)-\eta_{k}(p)\right]} \\
& \times \Gamma\left(i p^{\prime}-i p\right) \psi_{2}\left(k ; p^{\prime}, p ; \mu\right) \tag{3.10}
\end{align*}
$$

This completes the evaluation of $\mathcal{G}$ for the cases when $k$ is integral, for then the relevant range of $\mu$ is just $0 \leq \mu \leq 2 \pi$. For the cases when $k$ is half an odd integer, we need only realize that increasing $\mu$ by $2 \pi$ amounts to an over-all sign change of $\mathcal{G}$ in such UIR's.

Last of all, we evaluate the $\mathcal{G}$ functions for the UIR's $D_{k}^{-}$. These are just complex conjugates of what we have obtained above. So, for $0 \leq \mu \leq \pi$, we find

$$
\begin{aligned}
\mathcal{G}^{(k-1}\left(p^{\prime}, p ; \mu\right)= & (2 \pi)^{-1} e^{\frac{1}{2 \pi\left(p-p^{\prime}\right)}} e^{i\left[\eta_{k}(p)-\eta_{k}\left(p^{\prime}\right)\right]} \\
& \times \Gamma\left(i p-i p^{\prime}\right) \psi_{1}\left(k ; p^{\prime}, p ; \mu\right) \\
& +(2 \pi)^{-1} e^{\frac{1}{2} \pi\left(p^{\prime}-p\right)} e^{i\left[\eta_{k}\left(p^{\prime}\right)-\eta_{k}(p)\right]} \\
& \times \Gamma\left(i p^{\prime}-i p\right) \psi_{2}\left(k ; p^{\prime}, p ; \mu\right)
\end{aligned}
$$

and, for $\pi \leq \mu \leq 2 \pi$,

$$
\begin{align*}
\Im^{\left(k_{-}\right)}\left(p^{\prime}, p ; \mu\right)= & e^{2 \pi i k}(2 \pi)^{-1} e^{\frac{1}{4 \pi\left(p^{\prime}-p\right)}} e^{i\left[\eta_{k}(p)-\eta_{k}\left(p^{\prime}\right)\right]} \\
& \times \Gamma\left(i p-i p^{\prime}\right) \psi_{1}\left(k ; p^{\prime}, p ; \mu\right) \\
& +e^{2 \pi i k}(2 \pi)^{-1} e^{\frac{1}{2} \pi\left(p-p^{\prime}\right)} e^{i\left[\eta_{k}\left(p^{\prime}\right)-\eta_{k}(p)\right]} \\
& \times \Gamma\left(i p^{\prime}-i p\right) \psi_{2}\left(k ; p^{\prime}, p ; \mu\right) \tag{3.11}
\end{align*}
$$

It is interesting to see that, whereas the spectra of the noncompact generators $J_{1}, J_{2}$, [but not the matrices representing the $O(1,1)$ elements $\left.e^{i v J_{1}}\right]$ do not distinguish between the two kinds of discrete UIR's $D_{k}^{+}$and $D_{k}^{-}$, there is a characteristic difference in the matrices representing the elements $e^{i \mu J_{0}}$ of the compact $O(2)$ subgroup. Such a difference is definitely expected, because the generator $J_{0}$ has different eigenvalues in the two cases.
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#### Abstract

The representation matrices in a noncompact basis for finite elements of the group $O(2,1)$ are determined in the continuous classes of unitary irreducible representations. Integral as well as half-integral, and exceptional as well as nonexceptional, representations are treated.


## INTRODUCTION

In the previous paper, ${ }^{1}$ referred to hereafter as I, we have determined the matrices that represent finite elements of the three-dimensional Lorentz group $O(2,1)$ in any unitary irreducible representation (UIR) of the discrete classes, and in a basis in which a "noncompact" (hyperbolic) generator of an $O(1,1)$ subgroup is diagonal. Here we carry out a similar determination of the representation matrices in the remaining classes of UIR's, namely, the continuous nonexceptional and the continuous exceptional classes.

In any nontrivial UIR of $O(2,1)$, the generator of the $O(1,1)$ subgroup has a continuous spectrum, every real number appearing as an eigenvalue. Correspondingly, the eigenvectors are all nonnormalizable. In the discrete class UIR's there is just one eigenvector

[^100]corresponding to each eigenvalue, while in the continuous class UIR's there are two linearly independent eigenvectors for each eigenvalue. The determination of representation matrices that was carried out in (I) suffers from the inherent ambiguity that results from the freedom to change at will the relative phases of the orthonormal eigenvectors of the noncompact $O(1,1)$ generator. We therefore chose to carry out the calculations using a specific realization of the UIR's involved. In the UIR's of the continuous classes, this type of ambiguity is increased because we have two independent eigenvectors for each eigenvalue of the hyperbolic generator, and one is therefore free to make two-dimensional unitary transformations mixing the pair of eigenvectors that go with each eigenvalue; one could go even further and make these transformations dependent on the eigenvalue. We resolve this ambiguity by once again working with specific realizations

We obtain, for $\pi \leq \mu \leq 2 \pi$,

$$
\begin{align*}
\mathcal{G}^{\left(k_{+}\right)}\left(p^{\prime}, p ; \mu\right)= & e^{2 \pi i k}(2 \pi)^{-1} e^{\frac{1}{2} \pi\left(p-p^{\prime}\right)} e^{i\left[\eta_{k}(p)-\eta_{k}\left(p^{\prime}\right)\right]} \\
& \times \Gamma\left(i p-i p^{\prime}\right) \psi_{1}\left(k ; p^{\prime}, p ; \mu\right) \\
& +e^{2 \pi i k}(2 \pi)^{-1} e^{\frac{1}{2 \pi\left(p^{\prime}-p\right)}} e^{i\left[\eta_{k}\left(p^{\prime}\right)-\eta_{k}(p)\right]} \\
& \times \Gamma\left(i p^{\prime}-i p\right) \psi_{2}\left(k ; p^{\prime}, p ; \mu\right) \tag{3.10}
\end{align*}
$$

This completes the evaluation of $\mathcal{G}$ for the cases when $k$ is integral, for then the relevant range of $\mu$ is just $0 \leq \mu \leq 2 \pi$. For the cases when $k$ is half an odd integer, we need only realize that increasing $\mu$ by $2 \pi$ amounts to an over-all sign change of $\mathcal{G}$ in such UIR's.

Last of all, we evaluate the $\mathcal{G}$ functions for the UIR's $D_{k}^{-}$. These are just complex conjugates of what we have obtained above. So, for $0 \leq \mu \leq \pi$, we find

$$
\begin{aligned}
\mathcal{G}^{(k-1}\left(p^{\prime}, p ; \mu\right)= & (2 \pi)^{-1} e^{\frac{1}{2 \pi\left(p-p^{\prime}\right)}} e^{i\left[\eta_{k}(p)-\eta_{k}\left(p^{\prime}\right)\right]} \\
& \times \Gamma\left(i p-i p^{\prime}\right) \psi_{1}\left(k ; p^{\prime}, p ; \mu\right) \\
& +(2 \pi)^{-1} e^{\frac{1}{2} \pi\left(p^{\prime}-p\right)} e^{i\left[\eta_{k}\left(p^{\prime}\right)-\eta_{k}(p)\right]} \\
& \times \Gamma\left(i p^{\prime}-i p\right) \psi_{2}\left(k ; p^{\prime}, p ; \mu\right)
\end{aligned}
$$

and, for $\pi \leq \mu \leq 2 \pi$,

$$
\begin{align*}
\Im^{\left(k_{-}\right)}\left(p^{\prime}, p ; \mu\right)= & e^{2 \pi i k}(2 \pi)^{-1} e^{\frac{1}{4 \pi\left(p^{\prime}-p\right)}} e^{i\left[\eta_{k}(p)-\eta_{k}\left(p^{\prime}\right)\right]} \\
& \times \Gamma\left(i p-i p^{\prime}\right) \psi_{1}\left(k ; p^{\prime}, p ; \mu\right) \\
& +e^{2 \pi i k}(2 \pi)^{-1} e^{\frac{1}{2} \pi\left(p-p^{\prime}\right)} e^{i\left[\eta_{k}\left(p^{\prime}\right)-\eta_{k}(p)\right]} \\
& \times \Gamma\left(i p^{\prime}-i p\right) \psi_{2}\left(k ; p^{\prime}, p ; \mu\right) \tag{3.11}
\end{align*}
$$

It is interesting to see that, whereas the spectra of the noncompact generators $J_{1}, J_{2}$, [but not the matrices representing the $O(1,1)$ elements $\left.e^{i v J_{1}}\right]$ do not distinguish between the two kinds of discrete UIR's $D_{k}^{+}$and $D_{k}^{-}$, there is a characteristic difference in the matrices representing the elements $e^{i \mu J_{0}}$ of the compact $O(2)$ subgroup. Such a difference is definitely expected, because the generator $J_{0}$ has different eigenvalues in the two cases.
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#### Abstract

The representation matrices in a noncompact basis for finite elements of the group $O(2,1)$ are determined in the continuous classes of unitary irreducible representations. Integral as well as half-integral, and exceptional as well as nonexceptional, representations are treated.


## INTRODUCTION

In the previous paper, ${ }^{1}$ referred to hereafter as I, we have determined the matrices that represent finite elements of the three-dimensional Lorentz group $O(2,1)$ in any unitary irreducible representation (UIR) of the discrete classes, and in a basis in which a "noncompact" (hyperbolic) generator of an $O(1,1)$ subgroup is diagonal. Here we carry out a similar determination of the representation matrices in the remaining classes of UIR's, namely, the continuous nonexceptional and the continuous exceptional classes.

In any nontrivial UIR of $O(2,1)$, the generator of the $O(1,1)$ subgroup has a continuous spectrum, every real number appearing as an eigenvalue. Correspondingly, the eigenvectors are all nonnormalizable. In the discrete class UIR's there is just one eigenvector

[^101]corresponding to each eigenvalue, while in the continuous class UIR's there are two linearly independent eigenvectors for each eigenvalue. The determination of representation matrices that was carried out in (I) suffers from the inherent ambiguity that results from the freedom to change at will the relative phases of the orthonormal eigenvectors of the noncompact $O(1,1)$ generator. We therefore chose to carry out the calculations using a specific realization of the UIR's involved. In the UIR's of the continuous classes, this type of ambiguity is increased because we have two independent eigenvectors for each eigenvalue of the hyperbolic generator, and one is therefore free to make two-dimensional unitary transformations mixing the pair of eigenvectors that go with each eigenvalue; one could go even further and make these transformations dependent on the eigenvalue. We resolve this ambiguity by once again working with specific realizations
of the UIR's involved. The choice of eigenvectors is motivated by simplicity in these realizations, and the representation matrices we compute may differ from alternate computations by a transformation of the type described above.

We shall actually consider single-valued UIR's of the group $\operatorname{SU}(1,1)$, which amounts to considering both single- and double-valued UIR's of $O(2,1)$; these are generally the UIR's relevant in physical applications where the $O(2,1)$ group often appears as a subgroup of a larger group like $O(3,1)$. In Sec. 1, we set up the notation, and then consider the continuous nonexceptional UIR's of integral type. Section 2 deals with the continuous UIR's of half-integral type and the concluding Sec. 3 with the continuous UIR's of the exceptional interval.

## 1. NONEXCEPTIONAL INTEGRAL UIR'S

The continuous class UIR's of $S U(1,1)$ break up into three types: (i) the integral nonexceptional type, wherein the quadratic Casimir invariant $Q$ lies in the range $\frac{1}{4} \leq Q<\infty$ and the compact $O(2)$ generator $J_{0}$ has all integers from minus to plus infinity for eigenvalues; (ii) the integral exceptional type, wherein $0<Q<\frac{1}{4}$ and the generator $J_{0}$ has the same eigenvalues as in type (i): and (iii) the half-integral type, with $\frac{1}{4}<Q<\infty$ and $J_{0}$ having all half-odd integers for eigenvalues. Conventionally, types (i) and (ii) are together denoted as $C_{q}^{0}$ with $q>0$ being the value of $Q$, and type (iii) is denoted as $C_{\frac{1}{2}}^{\frac{1}{2}}, q>\frac{1}{4}$. Elsewhere we have shown how one can diagonalize the hyperbolic generator $J_{2}$ in UIR's of types (i) and (ii). ${ }^{2}$ A straightforward extension of those methods accomplishes the same purpose in UIR's of type (iii).

In every one of these UIR's we can introduce a basis of eigenvectors of the $O(1,1)$ generator $J_{2}$. We shall have to use slightly different notations in the nonexceptional UIR's (integral as well as half-integral), on the one hand, and the exceptional UIR's, on the other. For the nonexceptional cases, we shall set

$$
\begin{equation*}
Q=\frac{1}{4}+s^{2} \tag{1.1}
\end{equation*}
$$

with $0 \leq s<\infty$ for the integral case and $0<s<\infty$ for the half-integral case. We refer to the eigenvalues of $J_{2}$ by $p, p^{\prime}, \cdots$, and use the letters $a, b, \cdots$ (taking the values + and - ) to distinguish the two eigenvectors for each eigenvalue. Thus the basis vectors for a nonexceptional integral UIR will be

$$
\begin{array}{r}
|s, 0 ; p, a\rangle, \quad s \geq 0, \quad-\infty<p<\infty \\
a=+,- \tag{1.2}
\end{array}
$$

[^102]and they obey the following equations:
\[

$$
\begin{align*}
J_{2}|s, 0 ; p, a\rangle & =p|s, 0 ; p, a\rangle, \\
\left\langle s, 0 ; p^{\prime}, b \mid s, 0 ; p, a\right\rangle & =\delta\left(p^{\prime}-p\right) \delta_{b a} . \tag{1.3}
\end{align*}
$$
\]

(The zero signifies the integral type.) For a nonexceptional half-integral UIR, the basis vectors will be

$$
\begin{array}{r}
\left|s, \frac{1}{2} ; p, a\right\rangle, \quad s>0, \quad-\infty<p<\infty, \\
a=+,- \tag{1.4}
\end{array}
$$

and these obey equations analogous to (1.3). We define the representation matrices corresponding to the one-parameter subgroups $e^{i v J_{1}}$ and $e^{i \mu J_{0}}$ as follows:
$\left\langle s, \epsilon ; p^{\prime}, b\right| e^{i \vee J_{1}}|s, \epsilon ; p, a\rangle=\mathcal{F}_{b a}^{(s, \epsilon)}\left(p^{\prime}, p ; v\right)$,
$\left\langle s, \epsilon ; p^{\prime}, b\right| e^{i \mu J_{0}}|s, \epsilon ; p, a\rangle=\mathcal{S}_{b a}^{(s, \epsilon)}\left(p^{\prime}, p ; \mu\right), \quad \epsilon=0, \frac{1}{2}$.
$J_{0}$ is the "compact" $O(2)$ generator and $J_{1}$ the other $O(1,1)$ generator.
Turning to the exceptional UIR's, here we write $Q$ in the form

$$
\begin{equation*}
Q=\frac{1}{4}-\sigma^{2}, \quad 0<\sigma<\frac{1}{2}, \tag{1.6}
\end{equation*}
$$

and the basis vectors as

$$
\begin{align*}
|\sigma ; p, a\rangle, \quad\left\langle\sigma ; p^{\prime}, b \mid \sigma ; p, a\right\rangle & =\delta\left(p^{\prime}-p\right) \delta_{b a} \\
b, a & =+,- \tag{1.7}
\end{align*}
$$

The representation matrices will be

$$
\begin{align*}
& \left\langle\sigma ; p^{\prime}, b\right| e^{i v J_{1}}|\sigma ; p, a\rangle=\mathcal{F}_{b a}^{(a)}\left(p^{\prime}, p ; v\right), \\
& \left\langle\sigma ; p^{\prime}, b\right| e^{i \mu J_{0}}|\sigma ; p, a\rangle=\mathcal{G}_{b a}^{(\sigma)}\left(p^{\prime}, p ; \mu\right) . \tag{1.8}
\end{align*}
$$

For the functions defined in (1.5), one can establish second-order differential equations in $\nu$ and $\mu .^{3}$ These are the same for both choices of $\epsilon$, and read

$$
\begin{array}{r}
{\left[\frac{d^{2}}{d \nu^{2}}+\operatorname{coth} v \frac{d}{d v}+\frac{1}{4}+s^{2}+\frac{p^{\prime 2}+p^{2}-2 p^{\prime} p \cosh v}{\sinh ^{2} v}\right]} \\
\times \mathcal{F}_{b a}^{(\mathrm{s}, \epsilon)}\left(p^{\prime}, p ; \nu\right)=0, \quad(1.9 \mathrm{a}) \\
{\left[\frac{d^{2}}{d \mu^{2}}+\cot \mu \frac{d}{d \mu}-\frac{1}{4}-s^{2}+\frac{p^{\prime 2}+p^{2}-2 p^{\prime} p \cos \mu}{\sin ^{2} \mu}\right]} \\
\times \mathrm{G}_{b a}^{(\mathrm{b}, \epsilon)}\left(p^{\prime}, p ; \mu\right)=0 . \quad(1.9 \mathrm{~b}) \tag{1.9b}
\end{array}
$$

To conform with the conventions set up in I, we shall choose the linearly independent solutions of

[^103]these equations to be the following: for (1.9a),
\[

$$
\begin{align*}
& \phi_{1}\left(s ; p^{\prime}, p ; v\right) \\
& =\left(\cosh ^{2} \frac{1}{2} \nu\right)^{i\left(p^{\prime}+\nu\right) / 2}\left(\sinh ^{2} \frac{1}{2} v\right)^{\frac{1}{2} i\left(p^{\prime}-p\right)} \\
& \quad \times F\left(\frac{1}{2}+i s+i p^{\prime}, \frac{1}{2}-i s+i p^{\prime} ;\right. \\
& \left.\quad 1+i p^{\prime}-i p ;-\sinh ^{2} \frac{1}{2} v\right), \\
& \phi_{2}\left(s ; p^{\prime}, p ; v\right) \quad  \tag{1.10}\\
& =\left(\cosh ^{2} \frac{1}{2} v\right)^{\frac{1}{2} i\left(p+p^{\prime}\right)}\left(\sinh ^{2} \frac{1}{2} v\right)^{\frac{1}{2} i\left(p-p^{\prime}\right)} \\
& \quad \times F\left(\frac{1}{2}+i s+i p, \frac{1}{2}-i s+i p ;\right. \\
& \left.1+i p-i p^{\prime} ;-\sinh ^{2} \frac{1}{2} v\right), \\
& \quad \phi_{2}\left(s ; p^{\prime}, p ; v\right)=\phi_{1}\left(s ; p, p^{\prime} ; v\right) ;
\end{align*}
$$
\]

$$
\begin{align*}
& \psi_{1}\left(s ; p^{\prime}, p ; \mu\right) \\
& =\left(\cos ^{2} \frac{1}{2} \mu\right)^{\frac{1}{2}\left(p^{\prime}+p\right)}\left(\sin ^{2} \frac{1}{2} \mu\right)^{\frac{1}{2} i\left(p^{\prime}-p\right)} \\
& \quad \times F\left(\frac{1}{2}+i s+i p^{\prime}, \frac{1}{2}-i s+i p^{\prime} ;\right. \\
& \left.\quad 1+i p^{\prime}-i p ; \sin ^{2} \frac{1}{2} \mu\right), \\
& \psi_{2}\left(s ; p^{\prime}, p ; \mu\right) \quad\left(\cos ^{2} \frac{1}{2} \mu \mu\right)^{\frac{1}{2}\left(p+p^{\prime}\right)}\left(\sin ^{2} \frac{1}{2} \mu\right)^{\frac{1}{2} i\left(p-p^{\prime}\right)}  \tag{1.11}\\
& \quad \times F\left(\frac{1}{2}+i s+i p, \frac{1}{2}-i s+i p ;\right. \\
& \left.\quad 1+i p-i p^{\prime} ; \sin ^{2} \frac{1}{2} \mu\right), \\
& \quad \psi_{2}\left(s ; p^{\prime}, p ; \mu\right)=\psi_{1}\left(s ; p, p^{\prime} ; \mu\right) .
\end{align*}
$$

Our aim is to express each of the $\mathscr{F}$ functions as linear combinations of $\phi_{1}$ and $\phi_{2}$, and each of the $\mathcal{G}$ functions in terms of $\psi_{1}$ and $\psi_{2}$. In the remainder of this section, we do this for the UIR's of the continuous nonexceptional integral type.

Let us set up an explicit realization of these UIR's following the work in Ref. 2(a). We have a Hilbert space $\mathscr{H}$ whose elements are pairs of functions of a real variable $q$ running from $-\infty$ to $+\infty$ :

$$
\begin{equation*}
f \rightarrow\binom{f_{1}(q)}{f_{2}(q)} \tag{1.12}
\end{equation*}
$$

The scalar product of the vectors $f$ and $h$ is

$$
\begin{equation*}
(h, f)=\sum_{r=1}^{2} \int_{-\infty}^{\infty} d q h_{r}(q)^{*} f_{r}(q) . \tag{1.13}
\end{equation*}
$$

The representation corresponding to a given value of $s$ is specified adequately by stating the way the elements of the one-parameter subgroups act on $f$. Letting $g$ denote in turn the elements $e^{i \zeta J_{2}}, e^{i J_{1}}$, and $e^{i \mu J_{0}}, U(g)$ the corresponding unitary operator, and $h=U(g) f$, we get ${ }^{4}$ the following for $g=e^{i \zeta_{J_{2}}}$ :

$$
\begin{equation*}
h_{r}(q)=f_{r}(q+\zeta), \quad r=1,2 . \tag{1.14}
\end{equation*}
$$

*These formulas are obtained by extending the method described in Ref. 2(a) from the Lie algebra to finite group elements.

For $g=e^{i v J_{1}}, v \geq 0$ we have the following:
For all $q, h_{1}(q)=(\cosh v+\cosh q \sinh v)^{-\frac{1}{2}-i s} f_{1}\left(q^{\prime}\right)$,

$$
\begin{equation*}
e^{q^{q}}=\left(e^{q}+\tanh \frac{1}{2} v\right) /\left(1+e^{Q} \tanh \frac{1}{2} v\right) ; \tag{1.15a}
\end{equation*}
$$

for $q \geq \ln \operatorname{coth} \frac{1}{2} \nu$ and for $q \leq \ln \tanh \frac{1}{2} \nu$ :

$$
\begin{align*}
h_{2}(q) & =(\cosh q \sinh v-\cosh v)^{-\frac{1}{2}-i s} f_{1}\left(q^{\prime}\right) \\
e^{q^{\prime}} & =\left(e^{q}-\tanh \frac{1}{2} v\right) /\left(e^{q} \tanh \frac{1}{2} v-1\right) \tag{1.15b}
\end{align*}
$$

for $\ln \tanh \frac{1}{2} \nu \leq q \leq \ln \operatorname{coth} \frac{1}{2} v$ :

$$
\begin{align*}
h_{2}(q) & =(\cosh v-\cosh q \sinh v)^{-\frac{1}{2}-i s} f_{2}\left(q^{\prime}\right), \\
e^{\alpha^{\prime}} & =\left(e^{q}-\tanh \frac{1}{2} v\right) /\left(1-e^{\alpha} \tanh \frac{1}{2} v\right) . \tag{1.15c}
\end{align*}
$$

For $g=e^{i \mu J_{0}}, 0 \leq \mu \leq \pi$ we have the following:
For $-\infty<q \leq \ln \cot \frac{1}{2} \mu$ :

$$
\begin{align*}
h_{1}(q) & =(\cos \mu-\sinh q \sin \mu)^{-\frac{1}{2}-i s} f_{1}\left(q^{\prime}\right) \\
e^{q^{\prime}} & =\left(e^{q}+\tan \frac{1}{2} \mu\right) /\left(1-e^{\chi} \tan \frac{1}{2} \mu\right) \tag{1.16a}
\end{align*}
$$

for $\ln \cot \frac{1}{2} \mu \leq q<\infty$ :

$$
\begin{align*}
h_{1}(q) & =(\sinh q \sin \mu-\cos \mu)^{-\frac{1}{2}-i s} f_{2}\left(q^{\prime}\right) \\
e^{q^{\prime}} & =\left(e^{q}+\tan \frac{1}{2} \mu\right) /\left(e^{q} \tan \frac{1}{2} \mu-1\right) \tag{1.16b}
\end{align*}
$$

for $\ln \tan \frac{1}{2} \mu \leq q<\infty$ :

$$
\begin{aligned}
h_{2}(q) & =(\cos \mu+\sinh q \sin \mu)^{-\frac{1}{2}-i s} f_{2}\left(q^{\prime}\right) \\
e^{q^{\prime}} & =\left(e^{q}-\tan \frac{1}{2} \mu\right) /\left(1+e^{Q} \tan \frac{1}{2} \mu\right) \\
\text { for }-\infty<q & \leq \ln \tan \frac{1}{2} \mu
\end{aligned}
$$

$$
\begin{align*}
h_{2}(q) & =(-\cos \mu-\sinh q \sin \mu)^{-\frac{1}{2}-i s} f_{1}\left(q^{\prime}\right) \\
e^{q^{\prime}} & =\left(\tan \frac{1}{2} \mu-e^{q}\right) /\left(1+e^{q} \tan \frac{1}{2} \mu\right) \tag{1.16d}
\end{align*}
$$

Using these formulas, one can obtain the ones that are valid for the other ranges of $\nu$ and $\mu$.
We choose the linearly independent eigenvectors of $J_{2}$ in the following way:

$$
\begin{equation*}
|s, 0 ; p, \pm\rangle \rightarrow(4 \pi)^{-\frac{1}{2}}\binom{e^{i p q}}{ \pm e^{i p q}} \tag{1.17}
\end{equation*}
$$

For the UIR's of the exceptional type, we will see that we have to choose the basis in this way; therefore, to make things as uniform as possible, we adopt the same basis in the present case also. With this, we can use (1.15) and (1.16) to express the $\mathscr{F}$ and $\mathcal{G}$ functions in the form of integrals over $q$. As an example, we have

$$
\begin{align*}
& \mathscr{F}_{++}^{(s .0)}\left(p^{\prime}, p ; v\right) \\
&=(4 \pi)^{-1} \int_{-\infty}^{\infty} d q e^{-i p^{\prime} \sigma}(\cosh v+\cosh q \sinh v)^{-\frac{1}{2}-i s} \\
& \times\left(\frac{e^{q}+\tanh \frac{1}{2} v}{1+e^{q} \tanh \frac{1}{2} v}\right)^{i p} \\
&+(4 \pi)^{-1} \int_{-\infty}^{\infty} d q e^{-i p^{\prime} q}|\cosh v-\cosh q \sinh v|^{-\frac{1}{2}-i s} \\
& \times\left|\frac{e^{q}-\tanh \frac{1}{2} v}{1-e^{\alpha} \tanh \frac{1}{2} \nu}\right|^{i p} . \tag{1.18}
\end{align*}
$$

Similar expressions for the other $\mathfrak{F}$ functions may be written down. We can now either explicitly evaluate these integrals and express them as linear combinations of $\phi_{1}$ and $\phi_{2}$, or alternatively we may extract the asymptotic behavior, as $v \rightarrow \infty$, of these integrals and then set up the appropriate linear combinations of $\phi_{1}$ and $\phi_{2}$ to reproduce this behavior. ${ }^{5}$ The latter procedure is somewhat easier in the present case, and in this way we obtain the following results:

$$
\begin{aligned}
& \nu \geq 0: \\
& \mathcal{F}_{b a}^{(s, 0)}\left(p^{\prime}, p ; v\right) \\
&=(2 \pi)^{-2} \Gamma\left(\frac{1}{2}+i p^{\prime}+i s\right) \Gamma\left(\frac{1}{2}-i p-i s\right) \Gamma\left(i p-i p^{\prime}\right) \\
& \times\left[\cosh \pi(p+s)+b a \cosh \pi\left(p^{\prime}+s\right)\right. \\
&\left.+i b \sinh \pi\left(p-p^{\prime}\right)\right] \phi_{1}\left(s ; p^{\prime}, p ; v\right) \\
&+(2 \pi)^{-2} \Gamma\left(\frac{1}{2}-i p^{\prime}+i s\right) \Gamma\left(\frac{1}{2}+i p-i s\right) \Gamma\left(i p^{\prime}-i p\right) \\
& \times\left[\cosh \pi(p-s)+b a \cosh \pi\left(p^{\prime}-s\right)\right. \\
&\left.+i b \sinh \pi\left(p^{\prime}-p\right)\right] \phi_{2}\left(s ; p^{\prime}, p ; v\right), \quad b, a=+,-
\end{aligned}
$$

$\nu \leq 0:$

$$
\begin{equation*}
\mathcal{F}_{b a}^{(s, 0)}\left(p^{\prime}, p ; \nu\right)=\left[\mathcal{F}_{a b}^{(s, 0)}\left(p, p^{\prime} ;-v\right)\right]^{*} \tag{1.19}
\end{equation*}
$$

One can check that these expressions, which have been obtained using the knowledge of their values for large $v$, have the proper boundary values for $v=0$ :

$$
\begin{equation*}
\mathscr{F}_{b a}^{(s, 0)}\left(p^{\prime}, p ; 0\right)=\delta_{b a} \delta\left(p^{\prime}-p\right) \tag{1.20}
\end{equation*}
$$

Turning next to the $\mathcal{G}$ functions, we give as an example the integral obtained for $\mathscr{G}_{++}$, in the range $0 \leq \mu \leq \pi$ :

$$
\begin{align*}
& \mathcal{G}_{++}^{(s .0)}\left(p^{\prime}, p ; \mu\right) \\
& =(4 \pi)^{-1} \int_{-\infty}^{\infty} d q e^{-i p^{\prime} q}|\cos \mu-\sinh q \sin \mu|^{-\frac{1}{2}-i s} \\
& \quad \times\left|\frac{e^{Q}+\tan \frac{1}{2} \mu}{1-e^{q} \tan \frac{1}{2} \mu}\right|^{i p} \\
& \quad+(4 \pi)^{-1} \int_{-\infty}^{\infty} d q e^{-i p^{\prime} q}|\cos \mu+\sinh q \sin \mu|^{-\frac{1}{2}-i s} \\
& \quad \times\left|\frac{e^{Q}-\tan \frac{1}{2} \mu}{1+e^{Q} \tan \frac{1}{2} \mu}\right|^{i p} \tag{1.21}
\end{align*}
$$

Similar expressions for the other components of $\mathscr{G}_{b a}$ can be written down. By changes of variable, these can be thrown into standard integral representations of the hypergeometric functions. The final expression

[^104]of $\mathcal{G}$ in terms of $\psi_{1}$ and $\psi_{2}$ is
\[

$$
\begin{align*}
& 0 \leq \mu \leq \pi: \\
& \mathfrak{G}_{b a}^{(s, 0)}\left(p^{\prime}, p ; \mu\right) \\
& =(2 \pi)^{-2} \Gamma\left(\frac{1}{2}+i p^{\prime}+i s\right) \Gamma\left(\frac{1}{2}-i p-i s\right) \Gamma\left(i p-i p^{\prime}\right) \\
& \quad \times\left[\cosh \pi\left(p^{\prime}+s\right)+b a \cosh \pi(p+s)\right. \\
& \left.\quad+i a \sinh \pi\left(p-p^{\prime}\right)\right] \psi_{1}\left(s ; p^{\prime}, p ; \mu\right) \\
& \quad+(2 \pi)^{-2} \Gamma\left(\frac{1}{2}-i p^{\prime}+i s\right) \Gamma\left(\frac{1}{2}+i p-i s\right) \Gamma\left(i p^{\prime}-i p\right) \\
& \quad \times\left[\cosh \pi(p-s)+b a \cosh \pi\left(p^{\prime}-s\right)\right. \\
& \left.\quad+i b \sinh \pi\left(p^{\prime}-p\right)\right] \psi_{2}\left(s ; p^{\prime}, p ; \mu\right), b, a=+,-; \\
& \pi \leq \mu \leq 2 \pi: \\
& \quad \mathfrak{G}_{b a}^{(s, 0)}\left(p^{\prime}, p ; \mu\right)=\left[\mathcal{G}_{a b}^{(s, 0)}\left(p, p^{\prime} ; 2 \pi-\mu\right)\right]^{*} . \quad(1.22) \tag{1.22}
\end{align*}
$$
\]

This completes the evaluation of the representation matrices for the UIR's of the integral nonexceptional class. From (1.22), we note that $\mathcal{G}$ assumes the following values for $\mu=0, \pi$, and $2 \pi$ :

$$
\begin{align*}
& \mathcal{G}_{b a}^{(s .0)} \\
&\left(p^{\prime}, p ; 0\right)=\mathcal{G}_{b a}^{(s .0)}\left(p^{\prime}, p ; 2 \pi\right)=\delta_{b a} \delta\left(p^{\prime}-p\right)  \tag{1.23}\\
& \mathcal{G}_{b a}^{(s .0)}\left(p^{\prime}, p ; \pi\right)=a \delta_{b a} \delta\left(p^{\prime}+p\right), \quad b, a=+,-
\end{align*}
$$

As expected, in these UIR's the element $e^{2 \pi i J_{0}}$ is represented by the identity operator.

## 2. HALF-INTEGRAL UIR'S

We treat in this section the UIR's of the continuous half-integral class. The corresponding representation matrices are defined in (1.5). They obey the same differential equations, namely (1.9), as do the functions in the case of the continuous integral nonexceptional class, so that we can still use the basic set of solutions written down in (1.10) and (1.11). Since the two kinds of UIR's, integral and half-integral, share the same spectrum properties for $J_{2}$ and the same values for the Casimir operator $Q$, it will be interesting to see just at what point the representation matrices exhibit a difference.

Let us first describe the construction of the UIR's $C_{a}^{\frac{1}{2}}$ analogous to the construction in the previous section. ${ }^{6}$ The Hilbert space $\mathcal{H}$ and the definition of the inner product are the same as before, being given by Eqs. (1.12) and (1.13). Let the real function $\xi(q)$ be defined in the following way:

$$
\begin{align*}
\xi(q) & =i \ln \left[\left(e^{q}+i\right) /\left(e^{q}-i\right)\right] \\
\xi(-\infty) & =-\pi, \quad \xi(\infty)=0 \tag{2.1}
\end{align*}
$$

Then, continuing to denote the vector $U(g) f$ by $h$ for various choices of the element $g$, Eqs. (1.14) and (1.15)

[^105]are replaced by the following set:
$g=e^{i \zeta J_{2}}$.
\[

$$
\begin{align*}
& h_{1}(q)=e^{\frac{1}{2 i[5(q+\zeta)-\xi(q)]}} f_{1}(q+\zeta), \\
& h_{2}(q)=e^{i_{i}^{2}[5(q)-\xi(q+\zeta)]} f_{2}(q+\zeta) \tag{2.2}
\end{align*}
$$
\]

$$
g=e^{i v J_{1}}, v \geq 0
$$

For all $q$ we have the following:

$$
\begin{align*}
h_{1}(q) & =e^{\frac{1}{i}\left[\xi\left(q^{\prime}\right)-\xi(q)\right]}(\cosh \nu+\cosh q \sinh \nu)^{-\frac{1}{2}-i s} f_{1}\left(q^{\prime}\right), \\
e^{q^{q^{\prime}}} & =\left(e^{q}+\tanh \frac{1}{2} \nu\right) /\left(1+e^{q} \tanh \frac{1}{2} v\right) ; \tag{2.3a}
\end{align*}
$$

for $q \geq \ln \operatorname{coth} \frac{1}{2} v$ :

$$
\begin{align*}
h_{2}(q) & =e^{\frac{1}{2 i}\left[\xi\left(q^{\prime}\right)+\xi(q)\right]}(\cosh q \sinh v-\cosh v)^{-\frac{1}{2}-i s} f_{1}\left(q^{\prime}\right), \\
e^{a^{\prime}} & =\left(e^{q}-\tanh \frac{1}{2} v\right) /\left(e^{q} \tanh \frac{1}{2} v-1\right) ; \tag{2.3b}
\end{align*}
$$

for $\ln \operatorname{coth} \frac{1}{2} v \geq q \geq \ln \tanh \frac{1}{2} \nu$ :
$\begin{aligned} h_{2}(q) & =e^{\left.\frac{1}{i i[5(\xi)}(q)-\xi\left(q^{\prime}\right)\right]}(\cosh v-\cosh q \sinh v)^{-\frac{1}{2}-i s} f_{2}\left(q^{\prime}\right), \\ e^{q^{\prime}} & =\left(e^{q}-\tanh \frac{1}{2} v\right) /\left(1-e^{\sigma} \tanh \frac{1}{2} v\right) ;\end{aligned}$

$$
\begin{equation*}
e^{a^{\prime}}=\left(e^{q}-\tanh \frac{1}{2} \nu\right) /\left(1-e^{q} \tanh \frac{1}{2} \nu\right) ; \tag{2.3c}
\end{equation*}
$$

for $\ln \tanh \frac{1}{2} v \geq q$ :

$$
\begin{align*}
& h_{2}(q) \\
& \quad=-e^{\frac{1}{i}\left[5\left(q^{\prime}\right)+\xi(\alpha)\right]}(\cosh q \sinh v-\cosh v)^{-\frac{1}{2}-i s} f_{1}\left(q^{\prime}\right), \\
& \quad e^{\alpha^{\prime}}=\left(\tanh \frac{1}{2} v-e^{\sigma}\right) /\left(1-e^{q} \tanh \frac{1}{2} v\right) . \quad(2.3 \mathrm{~d}) \tag{2.3d}
\end{align*}
$$

For the case $g=e^{i \mu J_{0}}$, it is not necessary to write out the expressions for $h_{r}(q)$ in detail, since the only change from the previous situation is that Eqs. (1.16a)(1.16d) all acquire an extra factor $e^{i \mu / 2}$ on the righthand side.

With the help of (2.2), we choose the eigenvectors of $J_{2}$ in the following way:

$$
\begin{equation*}
\left|s, \frac{1}{2} ; p, \pm\right\rangle \rightarrow(4 \pi)^{-\frac{1}{2}}\binom{e^{i p q-\frac{1}{2} i \xi(q)}}{ \pm e^{i p q+\frac{1}{i} i \xi(q)}} \tag{2.4}
\end{equation*}
$$

Using this explicit construction, we can once again write down the $\mathcal{F}$ and $\mathcal{G}$ functions in the form of integrals. These turn out to be very similar to what we had previously, the same integrals appearing in different linear combinations. Omitting details, we quote the final expressions:

$$
\begin{align*}
& \nu \geq 0 \text { : } \\
& \mathcal{F}_{b a}^{\left(s . \frac{1}{2}\right)}\left(p^{\prime}, \boldsymbol{p} ; \boldsymbol{r}\right) \\
& =(2 \pi)^{-2} \Gamma\left(\frac{1}{2}+i p^{\prime}+i s\right) \Gamma\left(\frac{1}{2}-i p-i s\right) \Gamma\left(i p-i p^{\prime}\right) \\
& \times\left[\cosh \pi(p+s)+b a \cosh \pi\left(p^{\prime}+s\right)\right. \\
& \left.+i b \sinh \pi\left(p-p^{\prime}\right)\right] \phi_{1}\left(s ; p^{\prime}, p ; v\right) \\
& +(2 \pi)^{-2} \Gamma\left(\frac{1}{2}-i p^{\prime}+i s\right) \Gamma\left(\frac{1}{2}+i p-i s\right) \Gamma\left(i p^{\prime}-i p\right) \\
& \times\left[\cosh \pi(p-s)+b a \cosh \pi\left(p^{\prime}-s\right)\right. \\
& \left.-i b \sinh \pi\left(p^{\prime}-p\right)\right] \phi_{2}\left(s ; p^{\prime}, p ; v\right), \quad b, a=+,-; \\
& \nu \leq 0 \text { : } \\
& \mathcal{F}_{b a}^{\left(\alpha, \frac{1}{2}\right)}\left(p_{i}^{\prime} p ; \nu\right)=\left[\mathcal{F}_{a b}^{\left(a, \frac{1}{2}\right)}\left(p, p^{\prime} ;-\nu\right)\right]^{*} . \tag{2.5}
\end{align*}
$$

Comparing this with the expression for $\mathscr{F}_{b a}^{(s, 0)}\left(p^{\prime}, p ; v\right)$ given in (1.19), we see that the only difference is that the third term in the square bracket multiplying $\phi_{2}$ has changed sign. For $\mathfrak{G}$, we have:

$$
\begin{align*}
& 0 \leq \mu \leq \pi: \\
& \mathcal{G}_{b a}^{\left(s, \frac{1}{2}\right)}\left(p^{\prime}, p ; \mu\right) \\
&=(2 \pi)^{-2} \Gamma\left(\frac{1}{2}+i p^{\prime}+i s\right) \Gamma\left(\frac{1}{2}-i p-i s\right) \Gamma\left(i p-i p^{\prime}\right) \\
& \times\left[\cosh \pi\left(p^{\prime}+s\right)+b a \cosh \pi(p+s)\right. \\
&\left.+i a \sinh \pi\left(p-p^{\prime}\right)\right] \psi_{1}\left(s ; p^{\prime}, p ; \mu\right) \\
&+(2 \pi)^{-2} \Gamma\left(\frac{1}{2}-i p^{\prime}+i s\right) \Gamma\left(\frac{1}{2}+i p-i s\right) \Gamma\left(i p^{\prime}-i p\right) \\
& \times\left[\cosh \pi(p-s)+b a \cosh \pi\left(p^{\prime}-s\right)\right. \\
&\left.-i b \sinh \pi\left(p^{\prime}-p\right)\right] \psi_{2}\left(s ; p^{\prime}, p ; \mu\right) . \tag{2.6}
\end{align*}
$$

Here again, on comparison with the form of $\mathrm{g}^{(s, 0)}$ given in (1.22), we see that the third term in the square bracket multiplying $\psi_{2}$ has changed sign. To extend (2.6) to other values of $\mu$, we first find the limit as $\mu \rightarrow \pi$ of the expression given in (2.6). In contrast to (1.23), here we get
$\mathcal{S}_{++}^{\left(s, \frac{1}{2}\right)}\left(p^{\prime}, p ; \pi\right)=\Theta_{--}^{\left(s, \frac{1}{2}\right)}\left(p^{\prime}, p ; \pi\right)=0$,
$\mathfrak{G}_{-+}^{\left(s, \frac{,}{2}\right)}\left(p^{\prime}, p ; \pi\right)=-\mathfrak{G}_{+-}^{\left(s, \frac{1}{2}\right)}\left(p^{\prime}, p ; \pi\right)=\delta\left(p^{\prime}+p\right)$.
Thus, as is to be expected, in the $C_{q}^{\frac{1}{2}}$ representations the element $e^{2 \pi i J_{0}}$ is represented by the negative of the identity operator. So we can extend (2.6) in the following way:
$\pi \leq \mu \leq 2 \pi$ :

$$
\begin{equation*}
\mathfrak{G}_{b a}^{\left(s, \frac{1}{2}\right)}\left(p^{\prime}, p ; \mu\right)=-\left[\mathfrak{G}_{a b}^{\left(s, \frac{1}{2}\right)}\left(p, p^{\prime} ; 2 \pi-\mu\right)\right]^{*}, \tag{2.8}
\end{equation*}
$$

the extension to the range $2 \pi \leq \mu \leq 4 \pi$ being obvious.

## 3. EXCEPTIONAL UIR'S

In this final section we consider the case of the continuous exceptional UIR's. These are labeled by the parameter $\sigma$ lying in the open interval $0<\sigma<\frac{1}{2}$. The corresponding representation functions are defined in (1.8) and obey

$$
\begin{array}{r}
{\left[\frac{d^{2}}{d \nu^{2}}+\operatorname{coth} v \frac{d}{d \nu}+\frac{1}{4}-\sigma^{2}+\frac{p^{\prime 2}+p^{2}-2 p^{\prime} p \cosh \nu}{\sinh ^{2} v}\right]} \\
\times \mathcal{F}_{b a}^{(\sigma)}\left(p^{\prime}, p ; \nu\right)=0, \quad(3.1 \mathrm{a}) \\
{\left[\frac{d^{2}}{d \mu^{2}}+\cot \mu \frac{d}{d \mu}-\frac{1}{4}+\sigma^{2}+\frac{p^{\prime 2}+p^{2}-2 p^{\prime} p \cos \mu}{\sin ^{2} \mu}\right]}
\end{array}
$$

$$
\begin{equation*}
\times \mathcal{G}_{b a}^{(a)}\left(p^{\prime}, p ; \mu\right)=0 \tag{3.1b}
\end{equation*}
$$

These equations are the same as (1.9) with $s$ replaced by -ia. We therefore choose the basic solutions by the same replacement in the functions defined in
(1.10) and (1.11). We define

$$
\begin{align*}
& \phi_{1}\left(\sigma ; p^{\prime}, p ; v\right) \\
& =\left(\cosh ^{2} \frac{1}{2} v\right)^{\frac{1}{2}\left(p^{\prime}+p\right)}\left(\sinh ^{2} \frac{1}{2} v\right)^{\frac{1}{2}\left(p^{\prime}-p\right)} \\
& \quad \times F\left(\frac{1}{2}+\sigma+i p^{\prime}, \frac{1}{2}-\sigma+i p^{\prime} ;\right. \\
& \left.\quad 1+i p^{\prime}-i p ;-\sinh ^{2} \frac{1}{2} v\right), \\
& \phi_{2}\left(\sigma ; p^{\prime}, p ; v\right) \quad\left(\cosh ^{2} \frac{1}{2} v\right)^{\frac{1}{i}\left(p+p^{\prime}\right)}\left(\sinh ^{2} \frac{1}{2} v\right)^{\frac{1}{2} i\left(p-p^{\prime}\right)}  \tag{3.2}\\
& \quad \times F\left(\frac{1}{2}+\sigma+i p, \frac{1}{2}-\sigma+i p ;\right. \\
& \left.\quad 1+i p-i p^{\prime} ;-\sinh ^{2} \frac{1}{2} v\right), \\
& \quad \phi_{2}\left(\sigma ; p^{\prime}, p ; v\right)=\phi_{1}\left(\sigma ; p, p^{\prime} ; v\right),
\end{align*}
$$

and

$$
\begin{align*}
& \psi_{1}\left(\sigma ; p^{\prime}, p ; \mu\right) \\
& =\left(\cos ^{2} \frac{1}{2} \mu\right)^{\frac{1}{2}\left(p^{\prime}+p\right)}\left(\sin ^{2} \frac{1}{2} \mu\right)^{\frac{1}{2} i\left(p^{\prime}-p\right)} \\
& \quad \times F\left(\frac{1}{2}+\sigma+i p^{\prime}, \frac{1}{2}-\sigma+i p^{\prime} ;\right. \\
& \left.\quad 1+i p^{\prime}-i p ; \sin ^{2} \frac{1}{2} \mu\right), \\
& \psi_{2}\left(\sigma ; p^{\prime}, p ; \mu\right) \quad\left(\cos ^{2} \frac{1}{2} \mu\right)^{\frac{1}{2} i\left(p+p^{\prime}\right)}\left(\sin ^{2} \frac{1}{2} \mu\right)^{\frac{1}{2} i\left(p-p^{\prime}\right)}  \tag{3.3}\\
& \quad \times F\left(\frac{1}{2}+\sigma+i p, \frac{1}{2}-\sigma+i p ;\right. \\
& \left.\quad 1+i p-i p^{\prime} ; \sin ^{2} \frac{1}{2} \mu\right), \\
& \quad \psi_{2}\left(\sigma ; p^{\prime}, p ; \mu\right)=\psi_{1}\left(\sigma ; p, p^{\prime} ; \mu\right) .
\end{align*}
$$

In Ref. 2(b) we have shown how one can write the exceptional class UIR's of $O(2,1)$ in a basis suited to diagonalization of $J_{2}$. We have a Hilbert space $\mathscr{K}_{\sigma}$ whose elements consist of pairs of functions of the real variable $q$ running from $-\infty$ to $+\infty$ :

$$
\begin{equation*}
f \rightarrow\binom{f_{1}(q)}{f_{2}(q)} \tag{3.4}
\end{equation*}
$$

The inner product of two vectors $f$ and $h$ depends on $\sigma$ and is defined as follows: Let $f_{ \pm}(q)$ be defined by

$$
\begin{equation*}
f_{ \pm}(q)=\frac{1}{2}\left[f_{1}(q) \pm f_{2}(q)\right] \tag{3.5}
\end{equation*}
$$

and similarly for $h$. Then,

$$
\begin{align*}
(h, f)= & \sum_{a=+.-} \int_{-\infty}^{\infty} d q^{\prime} \int_{-\infty}^{\infty} d q \\
& \times h_{a}\left(q^{\prime}\right)^{*} K_{a}\left(\sigma ; q^{\prime}-q\right) f_{a}(q), \\
K_{a}(\sigma ; q)= & (2 \pi)^{-1} \int_{-\infty}^{\infty} d p e^{i p a} \Lambda_{a}(\sigma ; p),  \tag{3.6}\\
\Lambda_{ \pm}(\sigma ; p)= & \Gamma\left(\frac{1}{2}-\sigma+i p\right) \Gamma\left(\frac{1}{2}-\sigma-i p\right) \\
& \times[\cosh \pi p \pm \sin \pi \sigma] .
\end{align*}
$$

Notice that in the $q$ space the scalar product is nonlocal and translation invariant, while in $p$ space it becomes local. Next we must give the effect of the unitary operators $U(g)$ on an arbitrary vector $f$. If we write as before $h=U(g) f$, then the components $h_{r}(q), r=1,2$, are given in terms of $f_{r}(q)$ by the same equations as in the case of the integral nonexceptional

UIR's $C_{q}^{0}$ with the replacement everywhere of $s$ by $-i \sigma$, namely by (1.14), (1.15), and (1.16) with $s \rightarrow-i \sigma$. Thus the effect of $U(g)$ has a uniform appearance if we specify a vector $f$ by its components $f_{1}(q)$ and $f_{2}(q)$, whether we are dealing with the nonexceptional or the exceptional set of UIR's. ${ }^{7}$ However, in order to "diagonalize" the expression for the inner product, we have to pass to the functions $f_{ \pm}(q)$ in the exceptional case. The orthonormal eigenvectors of $J_{2}$ have now to be chosen as follows:

$$
\begin{equation*}
|\sigma ; p, \pm\rangle \rightarrow\left[2 \pi \Lambda_{ \pm}(\sigma ; p)\right]^{-\frac{1}{2}}\binom{e^{i p q}}{ \pm e^{i p q}} . \tag{3.7}
\end{equation*}
$$

This choice is determined by the structure of the scalar product.

Using this explicit construction, we could express $\mathcal{F}^{(\sigma)}$ and $\mathcal{G}^{(\sigma)}$ in the form of integrals. As an example we find, for $v \geq 0$,
$\mathscr{F}_{++}^{(\sigma)}\left(p^{\prime}, p ; v\right)=\frac{1}{\pi}\left[\frac{\Lambda_{+}\left(\sigma ; p^{\prime}\right)}{\Lambda_{+}(\sigma ; p)}\right]^{\frac{1}{2}}$
$\times\left\{\int_{-\infty}^{\infty} d q e^{-i p^{\prime} q}(\cosh v+\cosh q \sinh v)^{-\frac{1}{-\infty}}\right.$
$\times\left(\frac{e^{q}+\tanh \frac{1}{2} \nu}{1+e^{q} \tanh \frac{1}{2} \nu}\right)^{i p}$
$+\int_{-\infty}^{\infty} d q e^{-i p^{\prime} q}|\cosh v-\cosh q \sinh v|^{-\frac{1}{2}-\alpha}$
$\left.\times\left|\frac{e^{q}-\tanh \frac{1}{2} v}{e^{q} \tanh \frac{1}{2} v-1}\right|^{i p}\right\}$.
On examination [see (1.18)] these integrals are the same as those encountered in the continuous nonexceptional classes, with $s \rightarrow-i \sigma$, and for $\sigma$ in the open region $0<\sigma<\frac{1}{2}$, it turns out that their values too are obtained from the previous expressions by just replacing $s$ by -io. This is true for all the integrals we need to evaluate, both for $\mathcal{F}$ and for $\mathcal{G}$. After some algebra, we finally get:

$$
\begin{aligned}
& v \geq 0: \\
& \begin{aligned}
& \mathcal{F}_{b a}^{(\sigma)}\left(p^{\prime}, p ; v\right) \\
&=(2 \pi)^{-2}\left[\Lambda_{b}\left(\sigma ; p^{\prime}\right) / \Lambda_{a}(\sigma ; p)\right]^{\frac{1}{2}} \\
& \times \Gamma\left(\frac{1}{2}+\sigma+i p^{\prime}\right) \Gamma\left(\frac{1}{2}-\sigma-i p\right) \Gamma\left(i p-i p^{\prime}\right) \\
& \times\left[\cosh \pi(p-i \sigma)+b a \cosh \pi\left(p^{\prime}-i \sigma\right)\right. \\
&\left.+i b \sinh \pi\left(p-p^{\prime}\right)\right] \phi_{1}\left(\sigma ; p^{\prime}, p ; v\right) \\
&+(2 \pi)^{-2}\left[\Lambda_{b}\left(\sigma ; p^{\prime}\right) / \Lambda_{a}(\sigma ; p)\right]^{\frac{2}{2}} \\
& \times \Gamma\left(\frac{1}{2}+\sigma-i p^{\prime}\right) \Gamma\left(\frac{1}{2}-\sigma+i p\right) \Gamma\left(i p^{\prime}-i p\right) \\
& \times\left[\cosh \pi(p+i \sigma)+b a \cosh \pi\left(p^{\prime}+i \sigma\right)\right. \\
&\left.+i b \sinh \pi\left(p^{\prime}-p\right)\right] \phi_{2}\left(\sigma ; p^{\prime}, p ; v\right) ;
\end{aligned} \\
& \hline
\end{aligned}
$$

[^106]\[

$$
\begin{align*}
& \nu \leq 0: \\
& \mathcal{F}_{b a}^{(\sigma)}\left(p^{\prime}, p ; \nu\right)=\left[\mathscr{F}_{a b}^{(\sigma)}\left(p, p^{\prime} ;-v\right)\right]^{*}, \quad b, a=+,-; \\
& 0 \leq \mu \leq \pi:  \tag{3.9}\\
& \mathcal{G}_{b a}^{(\sigma)}\left(p^{\prime}, p ; \mu\right) \\
& =(2 \pi)^{-2}\left[\Lambda_{b}\left(\sigma ; p^{\prime}\right) / \Lambda_{a}(\sigma ; p)\right]^{\frac{1}{2}} \\
& \times \Gamma\left(\frac{1}{2}+\sigma+i p^{\prime}\right) \Gamma\left(\frac{1}{2}-\sigma-i p\right) \Gamma\left(i p-i p^{\prime}\right) \\
& \times\left[\cosh \pi\left(p^{\prime}-i \sigma\right)+b a \cosh \pi(p-i \sigma)\right. \\
& \left.+i a \sinh \pi\left(p-p^{\prime}\right)\right] \psi_{1}\left(\sigma ; p^{\prime}, p ; \mu\right) \\
& +(2 \pi)^{-2}\left[\Lambda_{b}\left(\sigma ; p^{\prime}\right) / \Lambda_{a}(\sigma ; p)\right]^{\frac{1}{2}} \\
& \times \Gamma\left(\frac{1}{2}+\sigma-i p^{\prime}\right) \Gamma\left(\frac{1}{2}-\sigma+i p\right) \Gamma\left(i p^{\prime}-i p\right) \\
& \times\left[\cosh \pi(p+i \sigma)+b a \cosh \pi\left(p^{\prime}+i \sigma\right)\right. \\
& \left.+i b \sinh \pi\left(p^{\prime}-p\right)\right] \psi_{2}\left(\sigma ; p^{\prime}, p ; \mu\right) ;
\end{align*}
$$
\]

$\pi \leq \mu \leq 2 \pi:$
$\mathcal{G}_{b a}^{(\sigma)}\left(p^{\prime}, p ; \mu\right)=\left[\mathcal{G}_{a b}^{(\sigma)}\left(p, p^{\prime} ; 2 \pi-\mu\right)\right]^{*}, \quad b, a=+,-$.

This completes the evaluation of the representation matrices for the exceptional continuous class of UIR's of $S U(1,1)$. This class is defined for values of the parameter $\sigma$ in the open interval $0<\sigma<\frac{1}{2}$. However, if we extrapolate the expressions given in (3.9) and (3.10) for $\mathscr{F}^{(\sigma)}$ and $\mathscr{G}^{(\sigma)}$ to the point $\sigma=0$, we see that they coincide exactly with the representation matrices $\mathcal{F}^{(s, 0)}$ and $\mathcal{G}^{(s, 0)}$ of the continuous integral nonexceptional series evaluated at $s=0$. [See (1.19) and (1.22).] Further, for $\sigma=0$, the two weight functions $\Lambda_{+}(\sigma ; p)$ become equal and independent of $p$, so that the kernels $K_{a}(\sigma ; q)$ appearing in (3.6) reduce to delta functions. All these properties are in agreement with the statement that the continuous nonexceptional integral UIR's and the continuous exceptional UIR's "meet" at the point $s=\sigma=0$.
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This note gives additional condition to the finding of Gould on two binomial coefficient identities of Rosenbaum.

Using the $\Gamma$ function to examine the binomial coefficient, ${ }^{1}$ when $x$ is an integer and $n$ is a nonnegative integer, it is found that

$$
\begin{array}{ll}
\binom{x}{n}=0, & 0 \leq x<n \\
\binom{x}{n}=1, & x=n \\
\binom{x}{n}=1, & n=0, \quad x \geq 0 \\
\binom{x}{n}=\text { indeterminate }, & x<0, \quad x \neq n
\end{array}
$$

Therefore, Eqs. (4) and (5) of Gould ${ }^{2}$ will not hold

[^107]true if $x$ or $y$ or $(x+y)$ is a negative integer, in Eq. (4),
$$
\sum_{k=0}^{n}\binom{x}{k}\binom{y}{n-k}=\binom{x+y}{n}
$$
and if $x$ is an integer, in Eq. (5),
$$
\binom{-x}{n}=(-1)^{n}\binom{x+n-1}{n}
$$

Considering the expression

$$
A=\sum_{n=0}^{\alpha}\binom{-\epsilon}{n}\binom{\epsilon}{\alpha-n}=\binom{0}{\alpha}
$$

it is evident that it will be null when $\epsilon$ is a noninteger, while in addition $\alpha$ and $n$ are integers. and at the same time $\alpha>0, n \geq 0$. This differs from the conditions mentioned by Gould. ${ }^{2}$

$$
\begin{align*}
& \nu \leq 0: \\
& \mathcal{F}_{b a}^{(\sigma)}\left(p^{\prime}, p ; \nu\right)=\left[\mathscr{F}_{a b}^{(\sigma)}\left(p, p^{\prime} ;-v\right)\right]^{*}, \quad b, a=+,-; \\
& 0 \leq \mu \leq \pi:  \tag{3.9}\\
& \mathcal{G}_{b a}^{(\sigma)}\left(p^{\prime}, p ; \mu\right) \\
& =(2 \pi)^{-2}\left[\Lambda_{b}\left(\sigma ; p^{\prime}\right) / \Lambda_{a}(\sigma ; p)\right]^{\frac{1}{2}} \\
& \times \Gamma\left(\frac{1}{2}+\sigma+i p^{\prime}\right) \Gamma\left(\frac{1}{2}-\sigma-i p\right) \Gamma\left(i p-i p^{\prime}\right) \\
& \times\left[\cosh \pi\left(p^{\prime}-i \sigma\right)+b a \cosh \pi(p-i \sigma)\right. \\
& \left.+i a \sinh \pi\left(p-p^{\prime}\right)\right] \psi_{1}\left(\sigma ; p^{\prime}, p ; \mu\right) \\
& +(2 \pi)^{-2}\left[\Lambda_{b}\left(\sigma ; p^{\prime}\right) / \Lambda_{a}(\sigma ; p)\right]^{\frac{1}{2}} \\
& \times \Gamma\left(\frac{1}{2}+\sigma-i p^{\prime}\right) \Gamma\left(\frac{1}{2}-\sigma+i p\right) \Gamma\left(i p^{\prime}-i p\right) \\
& \times\left[\cosh \pi(p+i \sigma)+b a \cosh \pi\left(p^{\prime}+i \sigma\right)\right. \\
& \left.+i b \sinh \pi\left(p^{\prime}-p\right)\right] \psi_{2}\left(\sigma ; p^{\prime}, p ; \mu\right) ;
\end{align*}
$$

$\pi \leq \mu \leq 2 \pi:$
$\mathcal{G}_{b a}^{(\sigma)}\left(p^{\prime}, p ; \mu\right)=\left[\mathcal{G}_{a b}^{(\sigma)}\left(p, p^{\prime} ; 2 \pi-\mu\right)\right]^{*}, \quad b, a=+,-$.

This completes the evaluation of the representation matrices for the exceptional continuous class of UIR's of $S U(1,1)$. This class is defined for values of the parameter $\sigma$ in the open interval $0<\sigma<\frac{1}{2}$. However, if we extrapolate the expressions given in (3.9) and (3.10) for $\mathscr{F}^{(\sigma)}$ and $\mathscr{G}^{(\sigma)}$ to the point $\sigma=0$, we see that they coincide exactly with the representation matrices $\mathcal{F}^{(s, 0)}$ and $\mathcal{G}^{(s, 0)}$ of the continuous integral nonexceptional series evaluated at $s=0$. [See (1.19) and (1.22).] Further, for $\sigma=0$, the two weight functions $\Lambda_{+}(\sigma ; p)$ become equal and independent of $p$, so that the kernels $K_{a}(\sigma ; q)$ appearing in (3.6) reduce to delta functions. All these properties are in agreement with the statement that the continuous nonexceptional integral UIR's and the continuous exceptional UIR's "meet" at the point $s=\sigma=0$.
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# Further Note on Two Binomial Coefficient Identities of Rosenbaum 

David Chiang<br>Université Laval, Québec, P.Q., Canada

(Received 25 April 1969)
This note gives additional condition to the finding of Gould on two binomial coefficient identities of Rosenbaum.

Using the $\Gamma$ function to examine the binomial coefficient, ${ }^{1}$ when $x$ is an integer and $n$ is a nonnegative integer, it is found that

$$
\begin{array}{ll}
\binom{x}{n}=0, & 0 \leq x<n \\
\binom{x}{n}=1, & x=n \\
\binom{x}{n}=1, & n=0, \quad x \geq 0 \\
\binom{x}{n}=\text { indeterminate }, & x<0, \quad x \neq n
\end{array}
$$

Therefore, Eqs. (4) and (5) of Gould ${ }^{2}$ will not hold

[^108]true if $x$ or $y$ or $(x+y)$ is a negative integer, in Eq. (4),
$$
\sum_{k=0}^{n}\binom{x}{k}\binom{y}{n-k}=\binom{x+y}{n}
$$
and if $x$ is an integer, in Eq. (5),
$$
\binom{-x}{n}=(-1)^{n}\binom{x+n-1}{n}
$$

Considering the expression

$$
A=\sum_{n=0}^{\alpha}\binom{-\epsilon}{n}\binom{\epsilon}{\alpha-n}=\binom{0}{\alpha}
$$

it is evident that it will be null when $\epsilon$ is a noninteger, while in addition $\alpha$ and $n$ are integers. and at the same time $\alpha>0, n \geq 0$. This differs from the conditions mentioned by Gould. ${ }^{2}$

# On a Generalized Distribution of the Poles of the Unitary Collision Matrix 

Nazakat UllaH*<br>Tata Institute of Fundamental Research, Bombay, India

(Received 23 October 1967; Revised Manuscript Received 10 February 1969)


#### Abstract

An expression for the joint distribution of the complex poles of the unitary collision matrix is derived for the single-channel case, which is valid for all values of the ratio of the width to the spacing. The derivation uses the statistical distribution of the parameters of the real $R$-matrix theory. We find that unitarity gives rise to the statistical correlations between the width and the spacing of the collision matrix. It is shown that the distribution of the poles of the unitary collision matrix using Feshbach's unified theory of nuclear reactions is the same as the one obtained using $R$-matrix theory, provided we make a particular choice of the arbitrary boundary condition in the latter theory. A remark is made about the use of the random complex orthogonal matrix in the study of the parameters of the statistical collision matrix.


## I. INTRODUCTION

Recently it was shown ${ }^{1}$ that, for purely elastic scattering, the unitary pole resonance form of the lowenergy collision matrix $U$ can always be written as

$$
\begin{equation*}
U=[\exp (-2 i \phi)]\left(1-i \sum_{\mu=1}^{N} \frac{G_{\mu}}{E-Z_{\mu}}\right) \tag{1}
\end{equation*}
$$

where $N$ is the number of compound nucleus resonances which may be interfering with each other. The first term containing $\phi$ gives rise to potential scattering and $Z_{\mu}=\epsilon_{\mu}-\frac{1}{2} i \Gamma_{\mu}$ are the complex poles of $U$. The amplitudes $G_{\mu}$ are complex and are given by the expression

$$
\begin{equation*}
G_{\mu}=\left(2 \operatorname{Im} Z_{\mu}^{*}\right) \prod_{v \neq \mu}^{N}\left(Z_{\mu}-Z_{v}^{*}\right)\left(Z_{\mu}-Z_{v}\right)^{-1} \tag{2}
\end{equation*}
$$

In the study of the cross-section fluctuations ${ }^{2}$ and intermediate structure, ${ }^{3}$ a knowledge of the statistical properties of the parameters of $U$ is needed. For the case of isolated resonances, when the average width is much smaller than the average spacing, the parameters of $U$ become the same as the parameters of the real $R$-matrix theory, ${ }^{4}$ which have been very well studied in the past. ${ }^{5}$ The purpose of the present paper is to derive a joint-distribution function of the complex poles $Z_{\mu}$, starting from the known distribution of the parameters of the real $R$-matrix theory. Since Eq. (2) gives the complex amplitudes $G_{\mu}$ in terms of $Z_{\mu}$, all the statistical properties of $G_{\mu}$ for any value of the ratio of the average width to the average spacing,

[^109]therefore, will also be known once the joint distribution of $Z_{\mu}$ is given. We give this distribution in Sec. II.

In Sec. III we shall discuss the distribution of the parameters of $U$ using Feshbach's unified theory of nuclear reactions. ${ }^{6.7}$ A few remarks will be made about the complex boundary-value problem ${ }^{8}$ and the use of the random complex orthogonal matrix ${ }^{9}$ in the statistical study of the complex amplitudes of the statistical collision matrix defined by Moldauer. ${ }^{8}$

## II. DISTRIBUTION OF THE POLES OF THE UNITARY COLLISION MATRIX

The resonances of the real $R$-matrix theory ${ }^{4}$ are obtained by solving the eigenvalue equation

$$
\begin{equation*}
H \Phi_{\mu}=E_{\mu} \Phi_{\mu} \tag{3}
\end{equation*}
$$

where $H$ is the compound nucleus Hamiltonian, and $\Phi_{\mu}$ and $E_{\mu}$ are its eigenfunctions and eigenvalues, respectively. The eigenvalue equation (3) is solved in the internal region by specifying a certain real boundary condition at the surface which divides the whole of configuration space into an external and an internal region. Apart from a constant, the overlap integral of the wavefunction $\Phi_{\mu}$ with the smooth-channel wavefunction defines the reduced width amplitude $\gamma_{\mu c}$, where $c$ denotes a particular channel. In this paper we shall restrict ourselves to the problem of a single channel and so the subscript $c$ will be omitted.

Let us assume that the Hamiltonian $H$ is invariant under rotations and under time reversat, so that the joint distribution of the amplitudes $\gamma_{\mu}$ is given by ${ }^{10}$

$$
\begin{equation*}
P\left(\left\{\gamma_{\mu}\right\}\right)=f\left(\sum_{\mu=1}^{N} \gamma_{\mu}^{2}\right) . \tag{4}
\end{equation*}
$$

[^110]The joint-distribution function of the eigenvalues ${ }^{5}$ $E_{\mu}$, apart from the factor $\Pi_{\mu<\nu}^{N}\left|E_{\mu}-E_{\nu}\right|$, will be a function of the quantities of the type $\sum_{\mu=1}^{N} E_{\mu}^{n}, 1 \leq n<$ $N$. For the derivation in this section we restrict ourselves to the distribution of $H,{ }^{5,11}$ which is a function of $\operatorname{Tr} H^{2}$. The joint distribution of the eigenvalues $E_{\mu}$ can now be written as

$$
\begin{equation*}
P\left(\left\{E_{\mu}\right\}\right)=g\left(\sum_{\mu=1}^{N} E_{\mu}^{2}\right) \prod_{\mu<v}^{v}\left|E_{\mu}-E_{v}\right| . \tag{5}
\end{equation*}
$$

We shall see later that the general case in which the function $g$ contains other $\sum_{\mu=1}^{N} E_{\mu}^{n}$ can also be worked out without much difficulty.

From expressions (4) and (5) we see that the correlation between $\gamma_{\mu}$ and $E_{\mu}$ is strictly zero. Therefore any correlation between the parameters $\epsilon_{\mu}$ and $\Gamma_{\mu}$ of $U$ will be due to unitarity only.

According to $R$-matrix theory ${ }^{4}$ the function $R$ is given by

$$
\begin{equation*}
R=R^{0}+\sum_{\mu=1}^{N} \frac{\gamma_{\mu}^{2}}{E-E_{\mu}}, \tag{6}
\end{equation*}
$$

where $R^{0}$ gives rise to background scattering. Using the connection between the collision function $U$ and $R$, we find that the relation between the complex poles $Z_{\mu}$ and the quantities $E_{\mu}, \gamma_{\mu}$ can be expressed as

$$
\begin{align*}
& \sum_{\mu=1}^{N} Z_{\mu}=\sum_{\mu=1}^{N} E_{\mu}-\eta \sum_{\mu=1}^{N} \gamma_{\mu}^{2}, \\
& \sum_{\mu<v}^{N} Z_{\mu} Z_{\nu}=\sum_{\mu<v}^{N} E_{\mu} E_{v}-\eta \sum_{\mu=1}^{N} \gamma_{\mu}^{2}\left(\sum_{\alpha \neq \mu}^{N} E_{\alpha}\right), \\
& \cdot  \tag{7}\\
& \cdot \\
& \prod_{\mu=1}^{N} Z_{\mu}=\prod_{\mu=1}^{N} E_{\mu}-\eta \sum_{\mu=1}^{N} \gamma_{\mu}^{2}\left(\prod_{\alpha \neq \mu}^{N} E_{\alpha}\right),
\end{align*}
$$

where $\eta=L^{0}\left(1-R^{0} L^{0}\right)^{-1}$. The quantity $L^{0}=L-B$, where the real and imaginary parts of $L$ define the shift and the penetration factors, respectively, and $B$ is a real number which specifies the boundary condition.
The joint distribution of the real and imaginary parts of $Z_{\mu}$, which are denoted by $Z_{\mu}^{\mathrm{r}}, Z_{\mu}^{\mathrm{i}}$, will be obtained using expressions (4), (5), (7), and the usual method of the transformation ${ }^{12}$ of the volume element from the space of the variables $\gamma_{\mu}, E_{\mu}$ to the new variables $Z_{\mu}^{\mathrm{r}}, Z_{\mu}^{\mathrm{i}}$. For convenience we introduce

[^111]the quantities $x_{\mu}$, which are defined by
$$
x_{\mu}=(2 \operatorname{Im} \eta)^{\frac{1}{2}} \gamma_{\mu} .
$$

Instead of expression (4), we now write the distribution of the quantities $x_{\mu}$ as

$$
\begin{equation*}
P\left(\left\{x_{\mu}\right\}\right)=f\left(\sum x_{\mu}^{2}\right) \tag{8a}
\end{equation*}
$$

The first two relations in (7) enable us to write
$f\left(\sum_{\mu=1}^{N} x_{\mu}^{2}\right)=f\left(-2 \sum_{\mu=1}^{N} Z_{\mu}^{\mathrm{i}}\right)$,
$g\left(\sum_{\mu=1}^{N} E_{\mu}^{2}\right)=g\left(\sum_{\mu=1}^{N}\left(Z_{\mu}^{\mathrm{r}}-\omega Z_{\mu}^{\mathrm{i}}\right)^{2}+2\left(1+\omega^{2}\right) \sum_{\mu<\nu}^{X} Z_{\mu}^{\mathrm{i}} Z_{\nu}^{\mathrm{i}}\right)$,
where $\omega=(\operatorname{Re} \eta) /(\operatorname{Im} \eta)$. In the general case when the function $g$ contains other $\sum_{\mu=1}^{N} E_{\mu}^{n}$, we can again express them in terms of the quantities $Z_{\mu}$ using the relations (7).
Next, let us consider the transformation of the volume element. We first introduce a new set of variables defined by the relations
$u_{1}=\sum_{\mu=1}^{N} E_{\mu}, u_{2}=\sum_{\mu<v}^{N} E_{\mu} E_{v}, \cdots, \quad u_{N}=\prod_{\mu=1}^{N} E_{\mu}$, $v_{1}=\sum x_{\mu}^{2}, \quad v_{2}=\sum_{\mu=1}^{N} x_{\mu}^{2}\left(\sum_{a \neq \mu} E_{\alpha}\right), \cdots$,

$$
\begin{equation*}
v_{N}=\sum_{\mu=1}^{N} x_{\mu}^{2}\left(\prod_{\alpha \neq \mu} E_{\alpha}\right) \tag{10}
\end{equation*}
$$

The volume element in the space of the variables $u_{\mu}, v_{\mu}$ is related to the volume element in the space of the variables $E_{\mu}, x_{\mu}$ in the following way:

$$
\prod_{\mu=1}^{N} d u_{\mu} d v_{\mu}=\left|\begin{array}{c|c}
d_{1} & 0  \tag{11}\\
\hdashline d_{3} & d_{2}
\end{array}\right| \prod_{\mu=1}^{N} d E_{\mu} d x_{\mu},
$$

where $d_{1}, d_{2}, d_{3}$ are $N \times N$ determinants and 0 denotes an $N \times N$ determinant which has all elements 0 . Because of the particular form of the $2 N \times 2 N$ determinant in expression (11), it can be written as a product of the determinants $d_{1}, d_{2}$. Therefore,

$$
\begin{equation*}
\prod_{\mu=1}^{N} d u_{\mu} d v_{\mu}=d_{1} d_{2} \prod_{\mu=1}^{N} d E_{\mu} d x_{\mu} \tag{12}
\end{equation*}
$$

The $N \times N$ determinant $d_{1}$ can be written as

$$
d_{1}=\left|\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\sum_{\mu \neq 1} E_{\mu} & \sum_{\mu \neq 2} E_{\mu} & \cdots & \sum_{\mu \neq N} E_{\mu} \\
\cdot & \cdot & & \cdot \\
\cdot & \cdot & & \cdot \\
\cdot & \cdot & & \cdot \\
\prod_{\mu \neq 1} E_{\mu} & \prod_{\mu \neq 2} E_{\mu} & \cdots & \prod_{\mu \neq N} E_{\mu}
\end{array}\right|
$$

It can be easily shown that the determinant $d_{1}$ reduces to the following simple form:

$$
\begin{equation*}
d_{1}=\prod_{\mu<v}^{\nu}\left(E_{\mu}-E_{v}\right) \tag{13}
\end{equation*}
$$

The determinant $d_{2}$ is the same as determinant $d_{1}$ except that it is multiplied by an extra factor $2^{N}\left(\prod_{\mu=1}^{N} x_{\mu}\right)$. The constant factors, like the factor $2^{\mathrm{N}}$, will be absorbed in the normalization constant and, since the absolute value of the Jacobian enters in the transformation of the volume element, we shall write the determinants as their absolute values. Expressions (12) and (13) then give us

$$
\begin{equation*}
\prod_{\mu=1}^{N} d u_{\mu} d v_{\mu}=\left(\prod_{\mu=1}^{N}\left|x_{\mu}\right|\right)\left(\prod_{\mu<v}\left|E_{\mu}-E_{v}\right|^{2}\right) \tag{14}
\end{equation*}
$$

The relations (10) which define the quantities $v_{\mu}$ can be looked upon as $N$ simultaneous linear equations for the $N$ unknowns $x_{\mu}^{2}$. Using the well-known methods for the solution of the linear equations, after a few simplifying steps we obtain the following relation, using expression (14):

$$
\begin{equation*}
\prod_{\mu<\nu}\left|E_{\mu}-E_{v}\right| \prod_{\mu=1} d E_{\mu} d x_{\mu}=\left[\prod_{\mu=1}^{N} D_{\mu}^{-\frac{1}{2}}\right] \prod_{\mu=1}^{N} d u_{\mu} d v_{\mu} \tag{15}
\end{equation*}
$$

where $D_{\mu}$ is the $N \times N$ determinant

$$
D_{\mu}=\left|\begin{array}{cccccc}
v_{1} & 0 & 0 & \cdots & 0 & 1  \tag{16}\\
v_{2} & 0 & 0 & \cdots & 1 & E_{\mu} \\
v_{3} & 0 & 0 & \cdots & E_{\mu} & 0 \\
\cdot & \cdot & \cdot & & . & \cdot \\
\cdot & . & \cdot & & . & \cdot \\
\cdot & \cdot & \cdot & & . & \cdot \\
v_{N-1} & 1 & E_{\mu} & \cdots & 0 & 0 \\
v_{N} & E_{\mu} & 0 & \cdots & 0 & 0
\end{array}\right|
$$

Before we make the final transformation to the set of variables $Z_{\mu}^{\mathrm{r}}, Z_{\mu}^{\mathrm{i}}$, we replace the set of variables $u_{\mu}$ by the new set of variables $y_{\mu}$, which are defined by the relations

$$
\begin{equation*}
y_{\mu}=u_{\mu}-\frac{1}{2} \omega v_{\mu} \tag{17a}
\end{equation*}
$$

As can easily be checked, the Jacobian of the transformation from the set of variables $(u, v)$ to the new set $(y, v)$ is unity.

The variables $y_{\mu}, v_{\mu}$ are nothing but the real and maginary parts of the complex quantities on the left-hand side of the relations (7). The transformation of the volume element from the set of the variables $y_{\mu}, v_{\mu}$ to the set of variables $Z_{\mu}^{\mathrm{r}}, Z_{\mu}^{\mathrm{i}}$ is given by

$$
\begin{aligned}
& \prod_{\mu=1}^{N} d y_{\mu} d v_{\mu}
\end{aligned}
$$

The Jacobian of the transformation is a $2 N \times 2 N$ determinant. By subtracting out the first column from the second, third, $\cdots, N$ th column and the $(N+1)$ th column from the $(N+2)$ th, $\cdots, 2 N$ th column, we find that the first row contains zero in all
columns except the first one. We next multiply the second column by $\left(Z_{1}^{\mathrm{r}}-Z_{2}^{\mathrm{r}}\right), \cdots$, the $N$ th column by $\left(Z_{1}^{\mathrm{r}}-Z_{N}^{\mathrm{r}}\right)$, the $(N+1)$ th column by $\left(Z_{1}^{\mathrm{i}}-Z_{2}^{\mathrm{i}}\right)$, $\cdots$, the $2 N$ th column by $\left(Z_{1}^{\mathrm{i}}-Z_{N}^{\mathrm{i}}\right)$ and subtract the $(N+1)$ th column from the second column, $\cdots$, the
$N$ th column from the $2 N$ th column. This gives us a factor

$$
\prod_{\mu=2}^{v}\left[\left(Z_{1}^{\mathrm{F}}-Z_{\mu}^{\mathrm{F}}\right)^{2}+\left(Z_{1}^{\mathrm{i}}-Z_{\mu}^{\mathrm{i}}\right)^{2}\right]
$$

and a $(2 N-2) \times(2 N-2)$ determinant, which is similar in form to the original $2 N \times 2 N$ determinant. Continuing this process, we find that

$$
\begin{align*}
& \prod_{\mu=1}^{V} d y_{\mu} d v_{\mu} \\
& \quad=\left(\prod_{\mu<v}^{N}\left[\left(Z_{\mu}^{\mathrm{r}}-Z_{v}^{\mathrm{p}}\right)^{2}+\left(Z_{\mu}^{\mathrm{i}}-Z_{v}^{\mathrm{i}}\right)^{2}\right]\right) \prod_{\mu=1}^{N} d Z_{\mu}^{\mathrm{r}} d Z_{\mu}^{\mathrm{i}} \tag{18}
\end{align*}
$$

The last step in the derivation is to express the products of the determinants $D_{\mu}$ in terms of the

$$
R=\left\lvert\, \begin{array}{cccc}
1 & -y_{1} & \cdots & (-1)^{N} y_{N} \\
0 & 1 & \cdots & (-1)^{N-1} y_{N-1} \\
0 & 0 & \cdots & (-1)^{N-2} y_{N-2} \\
\cdot & \cdot & & \cdot \\
\cdot & \cdot & & \cdot \\
\cdot & \cdot & & \cdot \\
0 & 0 & \cdots & y_{2} \\
v_{1} & -v_{2} & \cdots & 0 \\
0 & v_{1} & \cdots & (-1)^{N-1} v_{N} \\
\cdot & \cdot & & \cdot \\
\cdot & \cdot & & \cdot \\
\cdot & \cdot & & \cdot \\
0 & 0 & \cdots & -v_{2}
\end{array}\right.
$$

Manipulating the columns of the above determinant, we can show that

$$
\begin{equation*}
R=\left(\prod_{\mu=1}^{N} Z_{\mu}^{\mathrm{i}}\right)\left(\prod_{\mu<v}^{N}\left[\left(Z_{\mu}^{\mathrm{r}}-Z_{v}^{\mathrm{r}}\right)^{2}+\left(Z_{\mu}^{\mathrm{i}}+Z_{\nu}^{\mathrm{i}}\right)^{2}\right]\right) \tag{21}
\end{equation*}
$$

Using expressions (5), (7), (8a), (8b), (9), (15), (18), and (21), we finally get an expression for the distribution of the complex poles. It is given by

$$
\begin{align*}
& P\left(\left\{Z_{\mu}^{\mathrm{r}}, Z_{\mu}^{\mathrm{i}}\right\}\right) \prod_{\mu=1}^{N} d Z_{\mu}^{\mathrm{r}} d Z_{\mu}^{\mathrm{i}} \\
& =K^{-1} f\left(-2 \sum_{\mu=1}^{N} Z_{\mu}^{\mathrm{i}}\right) \\
& \quad \times g\left(\sum_{\mu=1}^{N}\left(Z_{\mu}^{\mathrm{r}}-\omega Z_{\mu}^{\mathrm{i}}\right)^{2}+2\left(1+\omega^{2}\right) \sum_{\mu<v}^{N} Z_{\mu}^{\mathrm{i}} Z_{v}^{\mathrm{i}}\right) \\
& \quad \times \prod_{\mu<v}^{N}\left[\left(Z_{\mu}^{\mathrm{r}}-Z_{v}^{\mathrm{r}}\right)^{2}+\left(Z_{\mu}^{\mathrm{i}}-Z_{v}^{\mathrm{i}}\right)^{2}\right] \\
& \quad \times\left[\left(\prod_{\mu=1}^{N} Z_{\mu}^{\mathrm{i}}\right)\left(\prod_{\mu<v}^{N}\left[\left(Z_{\mu}^{\mathrm{r}}-Z_{v}^{\mathrm{r}}\right)^{2}+\left(Z_{\mu}^{\mathrm{i}}+Z_{v}^{\mathrm{i}}\right)^{2}\right]\right)\right]^{-\frac{1}{2}} \\
& \quad \times \prod_{\mu=1}^{N} d Z_{\mu}^{\mathrm{r}} d Z_{\mu}^{\mathrm{i}}, \tag{22}
\end{align*}
$$

where $K$ is the normalization constant.
quantities $Z_{\mu}$. This product can be put in a form which is called the resultant of two polynomials. ${ }^{13}$ We write the two polynomials $h(x)$ and $k(x)$ as

$$
\begin{align*}
& h(x)=v_{1} x^{N-1}-v_{2} x^{n-2}+\cdots+(-1)^{N-1} v_{N}, \\
& k(x)=x^{N}-y_{1} x^{N-1}+y_{2} x^{N-2}+\cdots+(-1)^{N} y_{N} . \tag{19}
\end{align*}
$$

Then,

$$
\begin{equation*}
\prod_{\mu=1}^{N} D_{\mu}=R[h(x), k(x)], \tag{20}
\end{equation*}
$$

where $R$ is the resultant of $h(x), k(x)$. The resultant $R$ is a polynomial ${ }^{13}$ in the coefficients of $h(x), k(x)$. According to Sylvester's method, ${ }^{14} R$ can be written as a $(2 N-1) \times(2 N-1)$ determinant:

| 0 | $\cdots$ | 0 |
| :---: | :---: | :---: |
| $(-1)^{N} y_{N}$ | $\cdots$ | 0 |
| $(-1)^{N-1} y_{N-1}$ | $\cdots$ | 0 |
| $\cdot$ |  | $\cdot$ |
| $\cdot$ |  | $\cdot$ |
| $\cdot$ |  | $\cdot$ |
| $y_{3}$ | $\cdots$ | $(-1)^{N} y_{N}$ |
| 0 | $\cdots$ | 0 |
| 0 | $\cdots$ | 0 |
| $\cdot$ |  | $\cdot$ |
| $\cdot$ |  | $\cdot$ |
| $\cdot$ |  | $\cdot$ |
| $v_{3}$ | $\cdots$ | $(-1)^{N-1} v_{N}$ |

## III. CONCLUDING REMARKS

Expression (22) gives the joint probability distribution of the parameters of the collision function $U$. We see from this expression that the parameters $Z_{\mu}^{\mathrm{r}}=\epsilon_{\mu}, Z_{\mu}^{\mathrm{i}}=-\frac{1}{2} \Gamma_{\mu}$ are statistically correlated. Since the statistical correlation of the parameters of the real $R$-matrix was zero, this correlation is a consequence of unitarity for all values of the ratio of average width to the average spacing.

We remark here that even though we have not used a specific form for the functions $f$ and $g$, they can be taken to be exponential ${ }^{5,10,11}$ for many kinds of the random Hamiltonian matrix ensembles of large dimension.
The derivation of the joint-distribution function of the complex poles of $U$, given in Sec. II, was based on the real $R$-matrix theory of nuclear reactions. We can now ask whether this distribution will change

[^112]if we start from some other theory, e.g., Feshbach's unified theory. ${ }^{6,7}$ It should be noted that the form of the unitary collision matrix given by (1) is independent of any formal reaction theory and is a consequence of unitarity. When one studies the statistical properties of the quantities $Z_{\mu}$, then a particular reaction theory has to be used to connect $Z_{\mu}$ with the eigenvalue and eigenvector components of the compound nucleus Hamiltonian; and if these relations turn out to be different for different reaction theories, then the joint-distribution function of the quantities $Z_{\mu}$ will also be different.
Recently, Feshbach ${ }^{7}$ has expressed his scattering matrix $T$ in the form
\[

$$
\begin{equation*}
T_{f i}=T_{f i}^{\mathrm{pot}}+\frac{1}{2 \pi} e^{2 i \delta} \sum \frac{\Gamma_{\alpha}}{E-\epsilon_{\alpha}}\left(1+\frac{i}{2} \Sigma \frac{\Gamma_{\alpha}}{E-\epsilon_{\alpha}}\right)^{-1}, \tag{23}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
\Gamma_{\alpha}=2 \pi\left|\left\langle\chi_{\alpha}, H_{Q P} \psi_{i}^{(+)}\right\rangle\right|^{2} . \tag{24}
\end{equation*}
$$

$\chi_{\alpha}, \epsilon_{\alpha}$ are the eigenfunctions and the eigenvalues of a Hamiltonian $H_{R R}$. [See Ref. 7 for the definition of $H_{R R}$ and other quantities in expressions (23) and (24).] Expression (23), which has the advantage that no arbitrary boundaries have to be used, is the same as the $R$-matrix expression if we choose the arbitrary boundary condition such that $\omega=0$. The usual statistical assumptions ${ }^{5}$ should now be made on the Hamiltonian $H_{R R}$. The randomness of the Hamiltonian $H_{R R}$ will imply that its eigenfunctions $\chi_{\alpha}$ and eigenvalues $\epsilon_{\alpha}$ are also random. Assuming that the Hamiltonian $H_{R R}$ is invariant under rotations and
under time reversal, then a possible distribution of the eigenvalues $\epsilon_{\alpha}$ will be of the form (5) and the distribution of the eigenvector components $\chi_{\alpha}$ will be given by a random orthogonal matrix. ${ }^{10}$ It has been shown by Feshbach ${ }^{7}$ that the width $\Gamma_{\alpha}$ defined by expression (24) can be written as the square of a real amplitude. It is easy to see, then, that the joint distribution of the poles $Z_{\mu}$, using Feshbach's theory, ${ }^{7}$ will also be given by expression (22) with $\omega=0$. Therefore, the distribution of the poles $Z_{\mu}$ using Feshbach's theory will be the same as the one obtained using $R$-matrix theory, provided we choose the arbitrary boundary condition in the later theory such that the parameter $\omega$ vanishes.

We now pass a remark about the use of the random complex orthogonal matrix ${ }^{9}$ in the study of the parameters of the statistical collision matrix. ${ }^{8}$ The joint distribution of the elements of a random complex orthogonal matrix is given by ${ }^{9}$ the invariant volume element in the space of random complex orthogonal matrices multiplied by a statistical weight function that ensures the convergence of the probability integral. This weight function can now be constructed. A detailed account of this will be given later. The statistical properties of the parameters of the collision matrix which depend only on the invariant volume can always be worked out ${ }^{9}$ without a knowledge of the weight function.
In these calculations care has to be taken that the relations obtained between the resonance parameters are consistent with unitarity, since the approximate forms of the collision matrix ${ }^{8}$ may not be unitary.
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#### Abstract

The Bethe-Salpeter equation for the bound state of the pion-nucleon system has been studied in the ladder approximation; the propagation time of the exchanged nucleon is neglected. By using the twocomponent formalism, the spinor equation is first reduced to a pair of simultaneous integral equations in momentum space. Following Fock, we transform these equations into ones in a four-dimensional hyperspace and the solutions are obtained in terms of series of $O(4)$ harmonics. As a simple illustration of our method, we have also considered the Bethe-Salpeter equation for the scalar-meson system. We find that the pion-nucleon Bethe-Salpeter equation shows an accidental degeneracy in the discrete-energy spectra similar to that in the solutions of the Dirac equation for the hydrogen atom, provided the coupling constant does not exceed a certain critical limit. The scalar problem exhibits at small binding energies a Schrödinger-type degeneracy. Convergence criteria for the pion-nucleon Bethe-Salpeter eigensolutions as series in $O(4)$ harmonics have been discussed; it is found that no solution exists when the coupling constant exceeds a certain critical value. In our approximation scheme, there are no abnormal solutions as are encountered in the fully covariant treatment of the equation.


## 1. INTRODUCTION

There has been a great deal of interest in the study of methods of solving the Bethe-Salpeter equation ${ }^{1}$ for the relativistic two-body problem, particularly as a means of investigating the origin of dynamical symmetries. The Bethe-Salpeter equation is a fully covariant equation describing the interaction of a pair of elementary particles. Attempts to solve this equation in a fully covariant manner ${ }^{2}$ led to many difficulties. The bound-state solutions of the homogeneous Bethe-Salpeter equation describing the interaction of a pair of nucleons was originally investigated in an approximation scheme in which (i) the interaction kernel was given in the ladder approximation, (ii) the mass of the exchanged meson was taken to be zero, and (iii) solutions were sought for the unphysical case where the total c.m. energy of the two-nucleon system was assumed to vanish. Goldstein ${ }^{3}$ found a solution for this special case; however, the solution led to a continuous spectrum rather than a discrete one. The major difficulty is largely due to the existence of the extra degree of freedom of the relativetime variable which has no analog in nonrelativistic quantum mechanics, as a consequence of which the boundary conditions to be imposed on the solutions

[^113]of the Bethe-Salpeter equation cannot be clearly indicated. ${ }^{4}$ Wick ${ }^{5}$ and Cutkosky ${ }^{6}$ shed some light on these questions by considering a modification of the Bethe-Salpeter equation for the bound states of two spinless particles interacting via a massless scalar meson. An exact solution with arbitrary binding energy is possible for this case if one adopts a physically reasonable condition on the wavefunction which is also necessary for the existence of its Fourier transform.

In addition to the studies of the Bethe-Salpeter equation for bound-state solutions, there are a number of discussions on the analytic properties of the scattering amplitude within the formalism of the inhomogeneous Bethe-Salpeter equation. ${ }^{7}$ It is known that scattering at high energies is determined not only by the fundamental Regge poles, but by a number of daughter poles taken in conjunction with the fundamental ones. It is generally believed that the existence of these daughter poles is intimately related to the higher symmetry inherent in the structure of the Bethe-Salpeter equation at zero energy. ${ }^{8}$ The existence

[^114]of a hidden or dynamical symmetry was first noted by Cutkosky, ${ }^{9}$ who transformed the equation by applying a stereographic projection to a five-dimensional pseudosphere. This has later been noted by several other authors. ${ }^{10}$

Although the covariant treatment of the BetheSalpeter equation has thus been the subject of several investigations, some hope has also been fostered that some aspects of the equation might be understood using a noncovariant approximation. For instance, Klein ${ }^{11}$ examined the two-nucleon system rather exhaustively in the ladder approximation; however, he neglected the time of propagation of the exchanged virtual meson. This second approximation is commonly known as the "instantaneous interaction approximation." Recently, a similar type of approximation ${ }^{12}$ has frequently been used in the study of the two-body scattering problem in the ladder approximation. We would like to consider in this paper the bound state solutions of pion-nucleon Bethe-Salpeter equation in the ladder approximation, neglecting the time of propagation, of the exchanged nucleon. A relativistic treatment of this problem has been considered by Rothe, ${ }^{13}$ using the variational techniques of Schwartz, ${ }^{14}$ which have led to renewed interest in the BetheSalpeter equation. We would like to solve the pionnucleon Bethe-Salpeter equation in the momentum space by adopting the method of Fock, ${ }^{15}$ who originally solved the nonrelativistic Schrödinger integral equation in momentum space and showed that the accidental degeneracy of the hydrogen atom is related to the invariance of Schrödinger equation under transformations of the $O(4)$ group. Levy ${ }^{16}$ later showed how the $O(4)$ harmonics in momentum space could also be used to solve the Dirac equation.
In Sec. 2 we have considered the pion-nucleon bound-state equation. We show that, by adopting a two-component decomposition for the four-component spinor pion-nucleon wavefunction, this bound-state

[^115]equation can be reduced to a pair of simultaneous integral equations in two momentum-space radial functions. To solve these equations, we go over to the four-dimensional hyperspace by means of a suitable substitution. To illustrate this method, we discuss the solution of the simpler scalar problem with various suitable approximations. An important consequence of the use of this method in this particular case is that the eigenvalue problem is completely determinate and an accidental degeneracy of the Schrödinger-hydrogen type emerges for small binding energies. This has been done in Sec. 3. The general method of the determination of the eigenvalue problem for arbitrary energies for the scalar problem has also been discussed here. In Sec. 4 we extend this method to solve the coupled equations for the pion-nucleon system [Eqs. (16a) and (16b)]. We find that the equations can be solved by a pair of infinite sums of $O(4)$ harmonics with arbitrary coefficients. The problem of determination of the energy eigenvalue reduces to that of finding the necessary compatibility condition for the existence of solutions for the coefficients of $O(4)$ harmonics which satisfy a pair of difference equations. We again find that, for binding energies, the energy-eigenvalues are discrete and this leads to the so-called accidental degeneracy of the Dirac-hydrogen type. We must remark that in solving these equations we retain only the most singular parts of the respective potentials which appear in the scalar-meson and the pionnucleon problems. The modifications in the solution due to the inclusion of the rest of the potential are also discussed. We may remark that the various features of the results we obtain may be closely related to the nature of the various approximations we have used. The existence of bound-state solutions in various channels has been pointed out; in particular we obtain, as expected, the $\left(\frac{1}{2}, \frac{1}{2}\right)$ and $\left(\frac{3}{2}, \frac{3}{2}\right)$ states. Eigensolutions for these states correspond to normal solutions so long as coupling strength has a certain upper bound. Solutions disappear when the coupling exceeds this critical value. These features have been discussed in the last section.

## 2. THE PION-NUCLEON BETHE-SALPETER EQUATION AND REDUCTION INTO TWO COMPONENTS

The relativistic two-body wavefunction for the pion and nucleon ${ }^{13}$ in a state $\beta$ is defined by

$$
\begin{equation*}
\Psi^{i}\left(x_{1}, x_{2}\right)=\langle 0| T\left\{\Psi\left(x_{1}\right) \varphi^{i}\left(x_{2}\right)\right\}|\beta\rangle, \tag{1}
\end{equation*}
$$

where $\varphi^{i}(x)$ and $\Psi(x)$ are Heisenberg fields of the pion and nucleon, respectively, $|0\rangle$ is the physical vacuum, and $T$ is the time-ordering operator.

If we restrict ourselves to the ladder approximation, we arrive at the following homogeneous integral equation for the two-body bound-state wavefunction in a specific isospin channel $I$ :

$$
\begin{align*}
\Psi^{\prime I}\left(x_{1}, x_{2}\right)= & G^{I} \int d^{4} x_{1}^{\prime} d^{4} x_{2}^{\prime} G_{1}\left(x_{1}-x_{1}^{\prime}\right) \\
& \times G_{2}\left(x_{2}-x_{2}^{\prime}\right) I\left(x_{1}^{\prime}-x_{2}^{\prime}\right) \Psi^{I I}\left(x_{2}^{\prime}, x_{1}^{\prime}\right), \tag{2}
\end{align*}
$$

$$
\begin{array}{rlrl}
G^{I} & =\eta(I) g^{2} /(4 \pi)^{2}, \\
\eta(I) & =-1, & I=\frac{1}{2}, \\
& =2, & I=\frac{3}{2} .
\end{array}
$$

$G_{1}(x)$ and $G_{2}(x)$ are the usual nucleon and pion Green's functions. $I(x)$ is the interaction function and, if we restrict ourselves to the nucleon-exchange diagram only, it is given by

$$
\begin{equation*}
I(x)=\frac{1}{i \pi^{2}} \int \frac{d^{4} k e^{-i k x}}{\gamma \cdot k+M}, \tag{3}
\end{equation*}
$$

where $M$ is the mass of the exchanged nucleon.
Henceforth we shall suppress the isospin labels and the subscripts 1 and 2 will always refer to the nucleon and the pion, respectively.

Now, by writing the wavefunction as the product of two terms describing the center-of-mass motions and the relative motion of the two particles, Eq. (2) reduces in momentum space to

$$
\begin{align*}
&\left.\psi(k)=\frac{i f\left(m_{1}+\right.}{} \gamma^{0} E / 2+\gamma \cdot k\right) \\
& D(k)  \tag{4}\\
& \times \int d^{4} k^{\prime} \frac{1}{\gamma \cdot\left(k+k^{\prime}\right)+M} \psi\left(k^{\prime}\right),
\end{align*}
$$

where

$$
f=G^{I} / \pi^{2}
$$

and

$$
\begin{aligned}
D(k)=\left[\left(k^{0}+E / 2\right)^{2}-\right. & \left.\left(\mathbf{k}^{2}+m_{1}^{2}\right)\right] \\
& \times\left[\left(k^{0}-E / 2\right)^{2}-\left(\mathbf{k}^{2}+m_{2}^{2}\right)\right] .
\end{aligned}
$$

We would like to study this Eq. (4) for the boundstate solutions. As mentioned in the Introduction, the boundary conditions to be imposed to extract the discrete solutions are not exactly known. We therefore make the following noncovariant approximation, namely, that the propagation time for the exchanged nucleon is neglected. Thus we write

$$
\begin{equation*}
I(x)=V(x) \delta(t) . \tag{5}
\end{equation*}
$$

With this approximation, Eq. (4) reduces to the following:

$$
\begin{align*}
&\left(m_{1}+\gamma^{0} E / 2+\gamma \cdot k\right)^{-1} \psi(k) D(k) \\
&=\text { if } \int \frac{d^{4} k^{\prime}}{M-\gamma \cdot\left(\mathbf{k}+\mathbf{k}^{\prime}\right)} \psi\left(k^{\prime}\right) . \tag{6}
\end{align*}
$$

The compatibility requirement for Eq. (6) suggests that we put

$$
\begin{equation*}
\left(m_{1}+\gamma^{0} E / 2+\gamma \cdot k\right)^{-1} \psi(k) D(k)=S(\mathbf{k}) . \tag{7}
\end{equation*}
$$

Then $S(\mathbf{k})$ satisfies
$S(\mathbf{k})=$ if $\int \frac{d^{3} k^{\prime} d k^{0}\left(m_{1}+\gamma^{0} E / 2+\gamma \cdot k^{\prime}\right)}{\left\{M-\gamma \cdot\left(\mathbf{k}+\mathbf{k}^{\prime}\right)\right\} D\left(k^{\prime}\right)} S\left(\mathbf{k}^{\prime}\right)$.
The $k^{0}$ integration in (8) can be performed at once to give a three-dimensional integral equation. We define a new function $\varphi$ through

$$
\begin{equation*}
\varphi(\mathbf{k})=N(\mathbf{k}) S(\mathbf{k}), \tag{9}
\end{equation*}
$$

where

$$
N(\mathbf{k})=\left[\left(m_{1}-\gamma \cdot \mathbf{k}\right) J(\mathbf{k})+\gamma^{0} E L(\mathbf{k})\right] / T(\mathbf{k}),
$$

with

$$
\begin{aligned}
& J(\mathbf{k})=\left(\mathbf{k}^{2}+m_{1}^{2}\right)^{-\frac{1}{2}}+\left(\mathbf{k}^{2}+m_{2}^{2}\right)^{-\frac{1}{2}}, \\
& L(\mathbf{k})=\left(\mathbf{k}^{2}+m_{2}^{2}\right)^{-\frac{1}{2}}, \\
& T(\mathbf{k})=E^{2}-\left\{\left(\mathbf{k}^{2}+m_{1}^{2}\right)^{\frac{1}{2}}+\left(\mathbf{k}^{2}+m_{2}^{2}\right)^{\frac{1}{2}}\right\}^{2} .
\end{aligned}
$$

The integral equation for $\varphi$ can be easily obtained from Eq. (8). To avoid inessential complications in our study, we assume that the pion-nucleon mass difference is not very large. Under this approximation we have the following equation for $\varphi(\mathbf{k})$ :

$$
\begin{align*}
& R(\mathbf{k})\left[\left(m_{1}-\gamma^{0} E_{m}\right)+\gamma \cdot \mathbf{k}\right] \varphi(\mathbf{k}) \\
& \quad=\frac{\lambda}{2 \pi^{2}} \int \frac{d^{3} k^{\prime}}{M-\gamma \cdot\left(\mathbf{k}+\mathbf{k}^{\prime}\right)} \varphi\left(\mathbf{k}^{\prime}\right), \tag{10}
\end{align*}
$$

where

$$
\begin{aligned}
\lambda / 2 \pi^{2} & =f \pi, \\
E_{m} & =E /\left[1+\left(m_{2} / m_{1}\right)\right],
\end{aligned}
$$

and

$$
\begin{equation*}
R(\mathbf{k})=T(\mathbf{k}) J(\mathbf{k}) /\left\{\left(\mathbf{k}^{2}+m_{1}^{2}\right) J^{2}(\mathbf{k})-E^{2} L^{2}(\mathbf{k})\right\} . \tag{11}
\end{equation*}
$$

It is evident from (10) that $\varphi(\mathbf{k})$ is a four-component object; we then write $\varphi$ as

$$
\begin{equation*}
\varphi(\mathbf{k})=\binom{\varphi^{+}(\mathbf{k})}{\varphi^{-}(\mathbf{k})}, \tag{12}
\end{equation*}
$$

where $\varphi^{+}$and $\varphi^{-}$play roles analogous to the large and small components of the usual Dirac spinor.
To separate the angular variables, we write the spinor $\varphi$ as proportional to three-dimensional spherical harmonics. We note that for the pionnucleon system, we have the total angular momentum $j=l+\frac{1}{2}$ and $j=l-\frac{1}{2}$, and further, because of parity conservation, a transition from $j=l+\frac{1}{2}$ to $l-\frac{1}{2}$ is forbidden. In particular, there are two types of solutions corresponding, respectively, to $j=l+\frac{1}{2}$ and $j=l-\frac{1}{2}$. For $j=l+\frac{1}{2}$, we have the following
angular dependence [see Appendix, Sec. A1 ]:

$$
\begin{align*}
& \varphi^{+}(\mathbf{k})=g(k)\left(\begin{array}{cc}
\left(\frac{l+m+1}{2 l+1}\right)^{\frac{1}{2}} & Y_{l}^{m}(\theta, \varphi) \\
-\left(\frac{l-m}{2 l+1}\right)^{\frac{1}{2}} & Y_{l}^{m+1}(\theta, \varphi)
\end{array}\right), \\
& \varphi^{-}(\mathbf{k})=f(k)\left(\begin{array}{ll}
\left(\frac{l-m+1}{2 l+3}\right)^{\frac{1}{2}} & Y_{l+1}^{m}(\theta, \varphi) \\
\left(\frac{l+m+2}{2 l+3}\right)^{\frac{1}{2}} & Y_{l+1}^{m+1}(\theta, \varphi)
\end{array}\right), \tag{13}
\end{align*}
$$

where $g(k)$ and $f(k)$ are two radial, momentumspace functions to be determined through Eq. (10). Substituting Eq. (12) in Eq. (10), we obtain the following set of equations:

$$
\begin{align*}
& R(\mathbf{k})\left[\left(m_{1}-E_{m}\right) \varphi^{+}(\mathbf{k})+\sigma \cdot \mathbf{k} \varphi^{-}(\mathbf{k})\right] \\
& =\frac{\lambda}{2 \pi^{2}} \int \frac{d^{3} k^{\prime}}{\left(\mathbf{k}+\mathbf{k}^{\prime}\right)^{2}+M^{2}}\left\{M \varphi^{+}\left(\mathbf{k}^{\prime}\right)+\sigma \cdot \mathbf{k}^{\prime} \varphi^{-}\left(\mathbf{k}^{\prime}\right)\right. \\
& \left.\quad+\sigma \cdot \mathbf{k} \varphi^{-}\left(\mathbf{k}^{\prime}\right)\right\},
\end{align*} \begin{array}{r}
R(\mathbf{k})\left[\left(m_{1}+E_{m}\right) \varphi^{-}(\mathbf{k})-\sigma \cdot \mathbf{k} \varphi^{+}(\mathbf{k})\right]  \tag{14a}\\
=\frac{\lambda}{2 \pi^{2}} \int \frac{d^{3} k^{\prime}}{\left(\mathbf{k}+\mathbf{k}^{\prime}\right)^{2}+M^{2}}\left\{M \varphi^{-}\left(\mathbf{k}^{\prime}\right)-\boldsymbol{\sigma} \cdot \mathbf{k}^{\prime} \varphi^{+}\left(\mathbf{k}^{\prime}\right)\right. \\
\left.\quad-\boldsymbol{\sigma} \cdot \mathbf{k} \varphi^{+}\left(\mathbf{k}^{\prime}\right)\right\} .
\end{array}
$$

If we note that

$$
\begin{array}{r}
\boldsymbol{\sigma} \cdot \hat{\mathbf{k}}\left(\begin{array}{cc}
\left(\frac{l-m+1}{2 l+3}\right)^{\frac{1}{2}} & Y_{l+1}^{m}(\theta, \varphi) \\
\left(\frac{l+m+2}{2 l+3}\right)^{\frac{1}{2}} & Y_{l+1}^{m+1}(\theta, \varphi)
\end{array}\right) \\
=\left(\begin{array}{cc}
\left(\frac{l+m+1}{2 l+1}\right)^{\frac{1}{2}} & Y_{l}^{m}(\theta, \varphi) \\
-\left(\frac{l-m}{2 l+1}\right)^{\frac{1}{2}} & Y_{l}^{m+1}(\theta, \varphi)
\end{array}\right) \tag{15}
\end{array}
$$

[which follows easily through the use of the recursion relations, Eqs. (A3)], we finally obtain the following set of simultaneous integral equations for $g$ and $f$ :

$$
\begin{align*}
& X\left(\rho^{2}\right)[g(\rho)+\Gamma \rho f(\rho)] \\
& = \\
& =\Gamma 4 \pi \frac{\lambda_{l}}{2 \pi^{2}}\left[\mu \int d \rho^{\prime} \frac{\rho^{\prime 2} g\left(\rho^{\prime}\right) Q_{l}(\xi)}{2 \rho \rho^{\prime}}\right.  \tag{16a}\\
& \left.\quad+\frac{2 \Gamma}{\left(\Gamma^{2}+1\right)} \int d \rho^{\prime} \frac{\rho^{\prime 2}}{2 \rho \rho^{\prime}}\left\{\rho^{\prime} Q_{l}(\xi)-\rho Q_{l+1}(\xi)\right\} f\left(\rho^{\prime}\right)\right],
\end{align*}
$$

$$
\begin{align*}
& X\left(\rho^{2}\right)[\Gamma f(\rho)-\rho g(\rho)] \\
& =4 \pi \frac{\lambda_{l}}{2 \pi^{2}}\left[-\mu \int d \rho^{\prime} \frac{\rho^{\prime 2} f\left(\rho^{\prime}\right) Q_{I+1}(\xi)}{2 \rho \rho^{\prime}}\right. \\
& \left.\quad+\frac{2 \Gamma}{\left(\Gamma^{2}+1\right)} \int d \rho^{\prime} \frac{\rho^{\prime 2}}{2 \rho \rho^{\prime}}\left\{\rho^{\prime} Q_{l+1}(\xi)-\rho Q_{l}(\xi)\right\} g\left(\rho^{\prime}\right)\right] \tag{16b}
\end{align*}
$$

where

$$
\begin{gather*}
E_{m}=m_{1} \epsilon, \\
|\mathbf{k}|=k=m_{1}\left(1-\epsilon^{2}\right)^{\frac{1}{2}} \rho, \\
\Gamma=[(1+\epsilon) /(1-\epsilon)]^{\frac{1}{2}}, \quad \mu=M / m_{1}, \\
\xi=\left(\rho^{2}+\rho^{\prime 2}+\mu_{\epsilon}^{2}\right) / 2 \rho \rho^{\prime},  \tag{17}\\
\mu_{\epsilon}=\left[\mu^{2} /\left(1-\epsilon^{2}\right)\right]^{\frac{1}{2}}, \quad X\left(\rho^{2}\right)=\frac{1}{m_{1}}[R(\mathbf{k})]_{k^{2}=m_{2}^{2}\left(1-\epsilon_{2}\right) \rho^{2}}, \\
\lambda_{l}=-\lambda(-)^{l-1}
\end{gather*}
$$

We now wish to solve this pair of equations for the energy eigenvalue problem using $O(4)$ spherical harmonics. To illustrate the method of solution which we will adopt, we consider the Bethe-Salpeter equation for the scalar-meson system under approximations similar to those we have just used for the pionnucleon system.

## 3. SOLUTION OF SCALAR BETHE-SALPETER EQUATION USING $O$ (4) HARMONICS

The Bethe-Salpeter equation for the interaction of a pair of scalar mesons via scalar-meson exchange ${ }^{17}$ is given by

$$
\begin{align*}
{\left[\left(p_{4}+E\right)^{2}+\mathbf{p}^{2}\right.} & \left.+m^{2}\right]\left[\left(p_{4}-E\right)^{2}+\mathbf{p}^{2}+m^{2}\right] \varphi(p) \\
& =\frac{\lambda}{\pi^{2}} \int \varphi(q)\left\{(p-q)^{2}-\mu^{2}\right\}^{-1} \tag{18}
\end{align*}
$$

In this section we illustrate our general method for solving Eqs. (17) and (18) using hyperspherical harmonics. First we reduce Eq. (18) to the following three-dimensional equation, neglecting the propagation time of the exchanged scalar meson. Equation (18), thus approximated, reads

$$
\begin{equation*}
S(\mathbf{p})=\frac{\lambda}{2 \pi} \int \frac{\left(1+\mathbf{k}^{2}\right)^{-\frac{1}{2}} S(\mathbf{k}) d^{3} k}{\left(c^{2}+\mathbf{k}^{2}\right)\left\{(\mathbf{k}-\mathbf{p})^{2}+\mu^{2}\right\}} \tag{19}
\end{equation*}
$$

where

$$
\varphi(p)=\left\{\left(c^{2}-p^{2}\right)^{2}-4 \epsilon^{2} p_{4}^{2}\right\} S(\mathbf{p}), \quad c=\left(1-\epsilon^{2}\right)^{\frac{1}{2}} .
$$

We have also put $\epsilon=E / m$, with $m=1$.
Separation of the angular variables in Eq. (19) gives

$$
\begin{equation*}
X\left(\rho^{2}\right)\left(1+\rho^{2}\right) u(\rho)=\frac{\lambda}{2 \pi c} \cdot 4 \pi \int d \rho^{\prime} \frac{\rho^{\prime 2} u\left(\rho^{\prime}\right) Q_{l}(\xi)}{2 \rho \rho^{\prime}} \tag{20}
\end{equation*}
$$

${ }^{17}$ For the notations and conventions used in this section, see S. N. Biswas (Ref. 10).
where $u(\rho)$ is a suitably defined wavefunction and we have put

$$
\begin{gathered}
|\mathbf{k}|=c \rho, \quad \mu_{\epsilon}=\left[\mu^{2} /\left(1-\epsilon^{2}\right)\right]^{\frac{1}{2}} \\
X\left(\rho^{2}\right)=\left\{1+\left(1-\epsilon^{2}\right) \rho^{2}\right\}^{\frac{1}{2}}
\end{gathered}
$$

In order to solve the above integral equation, we shall expand the kernel in a series in powers of $\mu_{\epsilon}$. The requirement for the convergence of this series will certainly impose some restrictions as to the domain of validity of the solution subsequently obtained. However, it is easily seen that for sufficiently small $\mu$ Eq. (20) reduces to

$$
\begin{align*}
& X\left(\rho^{2}\right)\left(1+\rho^{2}\right) u(\rho) \\
& \begin{array}{r}
=\frac{\lambda}{2 \pi c} \sum_{p=0}^{\infty}(-1)^{p}\left(\mu_{\epsilon}\right)^{2 p} \int \frac{P_{l}\left(\cos \theta^{\prime}\right) u\left(\rho^{\prime}\right) d^{3} \rho^{\prime}}{\left(\rho^{2}+\rho^{\prime 2}-2 \rho \rho^{\prime} \cos \theta^{\prime}\right)^{p+1}} \\
+t \mu_{\epsilon} u(\rho),
\end{array}
\end{align*}
$$

where $\Omega^{\prime}$ is the entire three-dimensional space spanned by $\rho^{\prime}$ and $\Omega_{0}$ is a small sphere centered at $(0,0, \rho)$ and $t=(2 \lambda / c)\left(1-\frac{1}{4} \pi\right)$.

First we solve Eq. (20), assuming that the exchanged scalar meson is of vanishing mass (thereby retaining only the most singular part of the potential) and that the binding energy is small. We can facilitate the solution by transforming the variables according to a general transformation initiated by Fock.
We go over into Fock's hyperspace through the substitutions

$$
\begin{equation*}
\rho=\tan (\psi / 2), \quad \rho^{\prime}=\tan \left(\psi^{\prime} / 2\right) \tag{22}
\end{equation*}
$$

Equation (20) is thus transformed to

$$
\begin{align*}
& (\alpha+\beta \cos \psi) v(\psi) \\
& \quad=\frac{v}{2 \pi^{2}}(1+\cos \psi) \int d \Omega^{\prime} \frac{P_{\imath}\left(\cos \theta^{\prime}\right) v\left(\psi^{\prime}\right)}{4 \sin ^{2}(\Theta / 2)}, \tag{23}
\end{align*}
$$

where

$$
\begin{gathered}
v(\psi)=u[\tan (\psi / 2)] / \cos ^{4}(\psi / 2), \\
\alpha=\left(3-\epsilon^{2}\right) / 2, \quad \beta=\left(1+\epsilon^{2}\right) / 2, \quad v / 2 \pi^{2}=\lambda / 4 \pi c,
\end{gathered}
$$

and $\Theta$ is the angle between two unit vectors (in the four-dimensional space) of polar angles ( $\psi, 0,0$ ) and ( $\psi^{\prime}, \theta^{\prime}, \varphi^{\prime}$ ); $d \Omega^{\prime}$ is now the four-dimensional solid angle.
We now attempt a solution of (26) in the following form:

$$
\begin{equation*}
v(\psi)=\sum_{k=0}^{\infty} a_{k} P_{n+k, l}^{(2)}(\cos \psi) . \tag{24}
\end{equation*}
$$

The functions $P_{n+k, l}^{(2)}(\cos \psi)$ are related to the Gegenbauer polynomials $C_{n}^{p}$ and to the associated Legendre polynomials in a simple manner [see Eqs. (A4), (A5)].

We now substitute (24) in (23) and note that

$$
\int d \Omega^{\prime} \frac{P_{n, 2}^{(2)}\left(\cos \psi^{\prime}\right) P_{l}\left(\cos \theta^{\prime}\right)}{4 \sin ^{2}(\Theta / 2)}=\lambda_{n} P_{n, l}^{(2)}(\cos \psi)
$$

with

$$
\begin{align*}
\lambda_{n} & =\frac{2 \pi^{\frac{3}{2}}}{\Gamma\left(\frac{3}{2}\right)} \int_{-1}^{1} d x \frac{P_{n, 0}^{(2)}(x)\left(1-x^{2}\right)^{\frac{1}{2}}}{2(1-x)} \\
& =\frac{2 \pi^{2}}{n+1}
\end{align*}
$$

The particular result given in Eq. (24') is a consequence of the general theorem due to Hecke on integral equations satisfied by hyperspherical harmonics. For completeness we have stated the theorem in the Appendix [see Eq. (A6)].

Using (24) and noting the recurrence relation
$\cos \psi P_{n, l}^{(2)}(\cos \psi)$

$$
\begin{equation*}
=\frac{(n+2)(n-l+1)}{2(n+1)^{2}} P_{n+1, l}^{(2)}+\frac{n(n+l+1)}{2(n+1)^{2}} P_{n-1, l}^{(2)}, \tag{25}
\end{equation*}
$$

we obtain (24) as a solution of (23), the coefficients $a_{k}$ being determined by

$$
\begin{align*}
a_{k}(\alpha- & \left.\frac{v}{n+k+1}\right) \\
& +a_{k-1} \frac{(n+k+1)(n+k-l)}{2(n+k)^{2}}\left(\beta-\frac{v}{n+k}\right) \\
& +a_{k+1} \frac{(n+k+1)(n+k+l+2)}{2(n+k+2)^{2}} \\
& \times\left(\beta-\frac{v}{n+k+2}\right)=0 \tag{26}
\end{align*}
$$

This is a second-order difference equation; the criteria for the existence of solutions to this difference equation determine the energy-eigenvalue problem. The condition is given in terms of the following infinite-continued fraction ${ }^{18}$ :

$$
\begin{equation*}
\frac{L_{0}}{M_{0}}=\frac{K_{1} / M_{1}}{\frac{L_{1}}{M_{1}}-\frac{K_{2} / M_{2}}{\cdots}} \tag{27}
\end{equation*}
$$

where $M_{k}, L_{k}$, and $K_{k}$ are the coefficients occurring in Eq. (26),

$$
\begin{equation*}
M_{k} a_{k+1}+L_{k} a_{k}+K_{k} a_{k-1}=0 \tag{28}
\end{equation*}
$$

Without elaborating on this condition any further, we simply note that if we neglect terms of order $|\mathbf{k}|^{2} / m$ in $\alpha$ and $\beta$, then the equation is satisfied by

$$
v(\psi)=P_{n, 2}^{(2)}(\cos \psi),
$$

[^116]with
\[

$$
\begin{equation*}
\lambda / 4 \pi c=(n+1) / 2 \pi^{2} \tag{29}
\end{equation*}
$$

\]

whence

$$
\begin{equation*}
c^{2}=\left(1-\epsilon^{2}\right)=\lambda^{2} \pi^{2} / 4(n+1)^{2} \tag{30}
\end{equation*}
$$

Thus in this particular case we arrive at the conclusion that the scalar Bethe-Salpeter equation admits an $O(4)$ symmetry, and energy values are given by (30), leading to the accidental degeneracy of the Schrödinger-hydrogen-atom type.

We now consider the case when the mass of the exchanged scalar meson is nonvanishing. Thus we consider Eq. (21) and treat it in the zeroth-order approximation. To generate the higher terms, we have first to solve the following equation:

$$
\begin{align*}
& (\alpha+\beta \cos \psi) v(\psi) \\
& =\frac{\nu}{2 \pi^{2}}(1+\cos \psi) \int_{S^{\prime}-S_{0}} d \Omega^{\prime} \frac{P_{l}\left(\cos \theta^{\prime}\right) v\left(\psi^{\prime}\right)}{4 \sin ^{2}(\Theta / 2)} \\
&  \tag{31}\\
& +\frac{1}{4} t \mu_{\epsilon}(1+\cos \psi)^{2} v(\psi)
\end{align*}
$$

where $S^{\prime}$ and $S_{0}$ are portions of the hypersphere into which $\Omega^{\prime}$ and $\Omega_{0}$ are transformed. Substituting (24) in (31) and noting that

$$
\begin{equation*}
\int_{S^{\prime}-S_{0}} d \Omega^{\prime} \frac{P_{n, 2}^{(2)}\left(\cos \psi^{\prime}\right) P_{l}\left(\cos \theta^{\prime}\right)}{4 \sin ^{2}(\Theta / 2)}=\lambda_{n} P_{n, l}^{(2)}(\cos \psi) \tag{32a}
\end{equation*}
$$

with

$$
\begin{align*}
\lambda_{n} & =\frac{(2 \pi)^{\frac{3}{2}}}{\Gamma\left(\frac{3}{2}\right)} \int_{-1}^{1-\delta_{0}} d x \frac{P_{n, 0}^{(2)}(x)\left(1-x^{2}\right)^{\frac{1}{2}}}{2(1-x)} \\
& =\left[2 \pi^{2} /(n+1)\right]-4 \pi \mu_{\epsilon}(1+\cos \psi)+O\left(\mu_{\epsilon}^{3}\right) \\
\delta_{0} & =2 \mu_{\epsilon}^{2} \cos ^{4}(\psi / 2) \tag{32b}
\end{align*}
$$

we get the following recurrence relation to determine the coefficients $a_{k}$ :

$$
L_{k} a_{k+2}+M_{k} a_{k+1}+N_{k} a_{k}+Q_{k} a_{k-1}+R_{k} a_{k-2}=0
$$

where $L_{k}, M_{k}, N_{k}, Q_{k}$, and $R_{k}$ are given in the Appendix [see Appendix, Sec. A5].

This leads to a fourth-order difference equation; the general solution now becomes extremely involved. We refrain from studying this equation any further here. In the next section we discuss and obtain the solutions of pion-nucleon problem, using the methods developed in this section.

## 4. SOLUTION OF THE PION-NUCLEON BETHE-SALPETER EQUATION

We shall now study the solution of pion-nucleon Bethe-Salpeter equations (16) by employing the techniques discussed in the previous section. As before, we perform a power-series expansion of the function in the form

$$
X\left(\rho^{2}\right)=A(\epsilon)+B(\epsilon) \rho^{2}
$$

where $A$ and $B$ are functions of energy and go over into Fock's hyperspace by means of the substitutions (22).

If we further define

$$
\begin{align*}
& G(\psi)=g[\tan (\psi / 2)] / \cos ^{6}(\psi / 2) \\
& F(\psi)=f[\tan (\psi / 2)] / \cos ^{6}(\psi / 2) \tag{33}
\end{align*}
$$

the transformed equations, on retaining only the most singular part of the potential as before, take the following form:
$\left(\sigma+\alpha \cos \psi+\beta \cos ^{2} \psi\right)[(1+\cos \psi) G(\psi)+\Gamma \sin \psi F(\psi)]$

$$
\begin{align*}
= & \frac{\lambda_{l} \Gamma}{2 \pi^{2}}\left[\mu(1+\cos \psi) \int d \Omega^{\prime} \frac{\left(1+\cos \psi^{\prime}\right) G\left(\psi^{\prime}\right) P_{l}\left(\cos \theta^{\prime}\right)}{4 \sin ^{2}(\Theta / 2)}\right. \\
& \left.+\frac{2 \Gamma}{\left(\Gamma^{2}+1\right)} \int d \Omega^{\prime} \frac{\left\{(1+\cos \psi) \sin \psi^{\prime} P_{l}\left(\cos \theta^{\prime}\right)-\sin \psi\left(1+\cos \psi^{\prime}\right) P_{l+1}\left(\cos \theta^{\prime}\right)\right\} F\left(\psi^{\prime}\right)}{4 \sin ^{2}(\Theta / 2)}\right], \tag{34a}
\end{align*}
$$

$\left(\sigma+\alpha \cos \psi+\beta \cos ^{2} \psi\right)[\Gamma(1+\cos \psi) F(\psi)-\sin \psi G(\psi)]$

$$
\begin{align*}
= & \frac{\lambda_{l}}{2 \pi^{2}}\left[-\mu(1+\cos \psi) \int d \Omega^{\prime} \frac{\left(1+\cos \psi^{\prime}\right) F\left(\psi^{\prime}\right) P_{l+1}\left(\cos \theta^{\prime}\right)}{4 \sin ^{2}(\Theta / 2)}\right. \\
& \left.+\frac{2 \Gamma}{\left(\Gamma^{2}+1\right)} \int d \Omega^{\prime} \frac{\left\{(1+\cos \psi) \sin \psi^{\prime} P_{l+1}\left(\cos \theta^{\prime}\right)-\sin \psi\left(1+\cos \psi^{\prime}\right) P_{l}\left(\cos \theta^{\prime}\right)\right\} G\left(\psi^{\prime}\right)}{4 \sin ^{2}(\Theta / 2)}\right], \tag{34b}
\end{align*}
$$

where

$$
\begin{gather*}
\lambda_{l}=\eta(I)(-)^{l} g^{2} / 8 \pi  \tag{35a}\\
\sigma=\frac{\left(\delta^{2}-1\right)(\delta+1)}{\delta^{2}}-\frac{\left(1+\delta^{3}\right)\left(1-\epsilon^{2}\right)}{2 \delta^{2}}-\frac{(1+\delta)}{\delta}, \\
\beta=\frac{(1+\delta)}{\delta}+\frac{\left(1+\delta^{3}\right)\left(1-\epsilon^{2}\right)}{2 \delta^{2}}-\frac{(1+\delta)\left(1+\delta^{2}\right)}{\delta^{2}}  \tag{35b}\\
\alpha=\sigma+\beta, \quad \delta=m_{1} / m_{2} .
\end{gather*}
$$

This pair of equations is very similar to the corresponding equations one obtains in treating, in momentum space, the Dirac electron in an external potential. We are thus tempted to assume the following types of solutions, given by infinite series of $O(4)$ spherical harmonics:

$$
\begin{align*}
& F(\psi)=\sum_{k=0}^{\infty} a_{k} \sin ^{-\frac{1}{2}} \psi P_{v+k+\frac{2}{2}}^{-\left(t+\frac{3}{2}\right)}(\cos \psi), \\
& G(\psi)=\sum_{k=0}^{\infty} b_{k} \sin ^{-\frac{1}{2}} \psi P_{v+k+\frac{1}{2}}^{-\left(l+\frac{3}{2}\right)}(\cos \psi) . \tag{36}
\end{align*}
$$

Since each of $P_{n, l}$ 's in Eqs. (36) should be nonvanishing, we then have $v=n+l+1$, where $n \geq 0$ [see equation connecting $C_{n}^{\nu}$ 's and $P_{\lambda}^{\nu}$ 's in the Appendix, (A5)].

To obtain the solution of our Bethe-Salpeter equation for the case $j=l-\frac{1}{2}$, we replace $l$ by $l-1$ everywhere in the above expressions. Hence the rhs of (35a) should read $\eta(I)(-)^{l-1} g^{2} / 8 \pi$. Combining these two cases, we then see that the effective coupling strength is

$$
\begin{equation*}
\lambda_{l} \equiv \lambda_{j}=(-)^{j-\frac{1}{2}} \eta(I) g^{2} / 8 \pi \tag{37}
\end{equation*}
$$

for a channel specified by $(j, I)$, and further that

$$
\begin{equation*}
y=n+j+\frac{1}{2} ; \quad n \geq 0 \tag{38}
\end{equation*}
$$

We now substitute the expressions for $F$ and $G$ given by Eqs. (34a) and (34b). With proper use of Hecke's theorem [see Eq. (24)] and the recursion relations [see Eqs. (A3)], we obtain the following pair of recurrence relations between the coefficients $a_{k}$ and $b_{k}$ :

$$
\begin{align*}
& \sigma \Lambda_{k}^{(1)}+\frac{(v+k-l+1)}{2(v+k+2)}[ \left.\alpha \Lambda_{k+1}^{(1)}+\beta \frac{(v+k-l+2)}{2(v+k+3)} \Lambda_{k+2}^{(1)}+\beta \frac{(v+k+l+2)}{2(v+k+1)} \Lambda_{k}^{(1)}\right] \\
&+\frac{(v+k+l+1)}{2(v+k)}\left[\alpha \Lambda_{k-1}^{(1)}+\beta \frac{(v+k-l)}{2(v+k+1)} \Lambda_{k}^{(1)}+\beta \frac{(v+k+l)}{2(v+k-1)} \Lambda_{k-2}^{(1)}\right] \\
&= \Gamma \lambda_{j}\left[\mu\left\{\frac{\Delta_{k}^{(b)}}{(v+k+1)}+\frac{(v+k+l+1)}{2(v+k)^{2}} \Delta_{k-1}^{(b)}+\frac{(v+k-l+1)}{2(v+k+2)^{2}} \Delta_{k+1}^{(b)}\right\}\right. \\
&\left.+\frac{\Gamma}{\left(\Gamma^{2}+1\right)(v+k+1)}\left\{\frac{a_{k-1}}{(v+k)^{2}}+\frac{2 a_{k}}{(v+k)(v+k+2)}+\frac{a_{k+1}}{(v+k+2)^{2}}\right)\right],  \tag{39a}\\
& \sigma \Lambda_{k}^{(2)}+\frac{(v+k+l+2)}{2(v+k)}\left[\alpha \Lambda_{k-1}^{(2)}+\beta \frac{(v+k+l+1)}{2(v+k-1)} \Lambda_{k-2}^{(2)}+\beta \frac{(v+k-l-1)}{2(v+k+1)} \Lambda_{k}^{(2)}\right] \\
&+\frac{(v+k-l)}{2(v+k+2)}\left[\alpha \Lambda_{k+1}^{(2)}+\beta \frac{(v+k+l+3)}{2(v+k+1)} \Lambda_{k}^{(2)}+\beta \frac{(v+k-l+1)}{2(v+k+3)} \Lambda_{k+2}^{(2)}\right] \\
&= \lambda_{j}\left[-\mu\left\{\frac{\Delta_{k}^{(2)}}{(v+k+1)}+\frac{(v+k+l+2)}{2(v+k)^{2}} \Delta_{k-1}^{(a)}+\frac{(v+k-l)}{2(v+k+2)^{2}} \Delta_{k+1}^{(a)}\right\}\right. \\
&+\frac{\Gamma}{\left(\Gamma^{2}+1\right)(v+k+1)}\left\{\frac{(v+k+l+1)(v+k+l+2)}{(v+k)^{2}} b_{k-1}\right. \\
&\left.\left.+\frac{2(v+k-l)(v+k+l+1)}{(v+k)(v+k+2)} b_{k}+\frac{(v+k-l)(v+k-l+1)}{(v+k+2)^{2}} b_{k+1}\right)\right] . \tag{39b}
\end{align*}
$$

The various symbols $\Lambda_{k}$ and $\Delta_{k}$ which occur above are functions of the coefficients $a_{k}$ and $b_{k}$. These are given by the following relations:

$$
\begin{align*}
\Lambda_{k}^{(1)}= & b_{k}+\frac{1}{2(v+k+2)}\left[\Gamma a_{k+1}+(v+k-l+1) b_{k+1}\right]-\frac{1}{2(v+k)}\left[\Gamma a_{k-1}-(v+k+l+1) b_{k-1}\right] \\
\Lambda_{k}^{(2)}= & \Gamma a_{k}+\frac{(v+k-l)}{2(v+k+2)}\left[\Gamma a_{k+1}+(v+k-l+1) b_{k+1}\right] \\
& +\frac{(v+k+l+2)}{2(v+k)}\left[\Gamma a_{k-1}-(v+k+l+1) b_{k-1}\right]  \tag{40}\\
\Delta_{k}^{(a)}= & {\left[a_{k}+\frac{(v+k+l+2)}{2(v+k)} a_{k-1}+\frac{(v+k-l)}{2(v+k+2)} a_{k+1}\right] } \\
\Delta_{k}^{(b)}= & {\left[b_{k}+\frac{(v+k+l+1)}{2(v+k)} b_{k-1}+\frac{(v+k-l+1)}{2(v+k+2)} b_{k+1}\right] }
\end{align*}
$$

## 5. EIGENVALUE PROBLEM AND ACCIDENTAL DEGENERACY

Equations (39a) and (39b) can now be used to determine all the coefficients $a_{k}$ and $b_{k}$. The energyeigenvalue problem is determinate and is obtained as a compatibility determinant for the existence of solutions for $a_{0}, b_{0}$, etc. We first note that

$$
\Delta_{k}^{(a)}=\Delta_{k}^{(b)}=\Lambda_{k}^{(1)}=\Lambda_{k}^{(2)}=0, \quad k=-2,-3, \cdots
$$

In order to find the energy-eigenvalue problem, we put $k=-3$ and -2 in Eqs. (39) and obtain the following set of linear homogeneous equations for the determination of $a_{0}, b_{0}$, and

$$
\begin{array}{r}
c_{0} \equiv \frac{\beta}{2(v+2)}\left[\Gamma a_{1}+(v-l+1) b_{1}\right]: \\
\Gamma a_{0}+(v-l) b_{0}=0, \\
\left(\beta \Gamma+\lambda_{j} \mu / 2 v\right) a_{0}+(v-l) c_{0}=0,  \tag{41}\\
\left(\beta-\lambda_{j} \mu / 2 v\right) b_{0}+c_{0}=0
\end{array}
$$

The compatibility requirement for the nontrivial solutions of $a_{0}$, etc., is

$$
\begin{equation*}
\lambda_{j} \mu \Gamma^{2}-4 \beta \nu \Gamma-\lambda_{j} \mu=0 \tag{42}
\end{equation*}
$$

One can continue this process and obtain higherorder compatibility determinants for the homogeneous equations which determine the coefficients $a_{1}, b_{1}$, etc. It can be shown that these compatibility determinants are zero if condition (42) is satisfied (see Appendix, Sec .6 ). The eigenvalue equation (42) leads to a complicated higher-order algebraic equation in $\Gamma$ (even in the equal mass case), which we can study adopting numerical methods. However, if we make the simplifying assumption that the interacting particles have equal masses $(\delta=1)$ and that the binding energy is small, then (42) reduces to a quadratic equation

$$
\begin{equation*}
\lambda_{j} \mu \Gamma^{2}+8 \nu \Gamma+\lambda_{j} \mu=0 \tag{43}
\end{equation*}
$$

where $\lambda_{j}$ is given by (37) and $v$ by (38). Note that $\Gamma$ is positive and greater than unity [see Eq. (17)]. Thus we look for that root of (43) which is positive and greater than unity. This is possible only when $\lambda_{j}<0$. In such a situation, when the potential is attractive, the above equation possesses an admissible solution,

$$
\begin{equation*}
\Gamma=\left[v+\left(\nu^{2}-\bar{\lambda}^{2}\right)^{\frac{1}{2}}\right] / \bar{\lambda} \tag{44}
\end{equation*}
$$

where $\bar{\lambda}=\frac{1}{4} \mu\left|\lambda_{j}\right|, \mu=1$, and we have the restriction $\bar{\lambda}<1$, so that

$$
\begin{equation*}
\Gamma>1, \quad v=1,2, \cdots \tag{45}
\end{equation*}
$$

We shall see later that this condition is also necessary for the convergence of the series for $G(\psi)$ and $F(\psi)$
[Eqs. (36)]. As a result, for the following states characterized by

$$
\begin{array}{ll}
j=\frac{1}{2}, \frac{5}{2}, \cdots, & I=\frac{1}{2}, \\
j=\frac{3}{2}, \frac{7}{2}, \cdots, & I=\frac{3}{2},
\end{array}
$$

we have discrete energy spectra. The discrete energies of the spectrum are given by

$$
\begin{equation*}
\epsilon=\left[1-\bar{\lambda}^{2} /\left(n+j+\frac{1}{2}\right)^{2}\right]^{\frac{1}{2}}, \tag{46a}
\end{equation*}
$$

with $n=0,1,2, \cdots$,

$$
\begin{array}{ll}
\bar{\lambda}=g^{2} / 32 \pi, & I=\frac{1}{2}, \\
\bar{\lambda}=g^{2} / 16 \pi, & I=\frac{3}{2} . \tag{46b}
\end{array}
$$

We thus obtain the $\left(\frac{1}{2}, \frac{1}{2}\right),\left(\frac{3}{2}, \frac{3}{2}\right)$ states as possible bound states and also conclude that the $\left(\frac{3}{2}, \frac{3}{2}\right)$ state is more strongly bound than $\left(\frac{1}{2}, \frac{1}{2}\right)$. There may be many more excited bound states corresponding to various values of $n$. There is no experimental knowledge of these states at present.

Equation (46) further shows that the $S_{\frac{1}{2}}$ and $P_{\frac{1}{2}}$ nucleon states are degenerate. This is akin to the accidental degeneracy one encounters in the Dirachydrogen atom problem. The existence of the degenerate $S_{\frac{1}{2}}$ and $P_{\frac{1}{2}}$ nucleon states should be compared with the results for the bound-state solutions of the fully covariant Bethe-Salpeter equation by Rothe. ${ }^{13}$ Rothe finds that not only are the $S_{\frac{1}{2}}\left(0_{+}\right.$-channel) and $P_{\frac{1}{2}}$ (1_-channel) states nondegenerate, but also that the solutions to the Bethe-Salpeter equation in $P_{\frac{1}{2}}$ state are abnormal in that they correspond to discrete negative-energy spectra. Further, these abnormal solutions are related to the normal $S_{\frac{1}{2}}$ Bethe-Salpeter solutions corresponding to a positive-energy discrete spectrum through the existence of a generalized MacDowell symmetry. This states that if $\varphi(\lambda, \epsilon)$ is a solution of Bethe-Salpeter equation with $E=\epsilon$ for the channel $l_{ \pm}$, then $\varphi(\lambda,-\epsilon)$ is also a solution of the Bethe-Salpeter equation for $(l \pm 1)_{\mp}$ channel with the same coupling strength. This is a consequence of the full Lorentz symmetry of the covariant BetheSalpeter equation. The existence of an abnormal solution may be attributed to the presence of the relative time in the fully covariant equation, which may be regarded as a new degree of freedom in the equation. In the present case, as we work in the instantaneous interaction approximation, this eliminates the extra degree of freedom from our modified Bethe-Salpeter equation. As a consequence, no abnormal solutions are present in our problem. The MacDowell ${ }^{19}$ symmetry in the covariant case removes the accidental degeneracy we note in our solutions.

[^117]Finally we must check the convergence of our series for $G(\psi)$ and $F(\psi)$, given by (36). Equations (41) and (44) show

$$
\left|a_{0}\right| b_{0} \mid \approx O(\bar{\lambda})
$$

where $\bar{\lambda}<1$ and is given by (46b). This indicates a possible identification of $F$ and $G$ as the small and large components. The ratio $\left|a_{k}\right| b_{k} \mid$ are all found to be of the order of $\bar{\lambda}$. In addition we find, for example, from (39) and (41),

$$
\left|b_{1}\right| b_{0} \mid \approx O\left(\bar{\lambda}^{2}\right)
$$

This shows that the two series can be convergent only when $\bar{\lambda}<1$, a condition which is also necessary for the existence of the physically admissible solutions of (43). Hence we have convergent eigensolutions only if the coupling is weak and an accidental degeneracy in the energy spectra of the pion-nucleon Bethe-Salpeter equation emerges as in the case of Dirac-hydrogen atom problem. Our result is similar to that obtained by Tiktopoulos, ${ }^{20}$ who showed that the Bethe-Salpeter equation for the positronium bound state exhibits a Schrödinger-type degeneracy in the weak coupling limit.

It is interesting to note that if the pion-nucleon coupling $\bar{\lambda}$, given by (46b), is large, Eq. (46) leads to unphysical values of the total energy and the corresponding wavefunctions $G(\psi)$ and $F(\psi)$ both diverge. This is probably a feature of the noncovariant approximation used in our treatment whose full implications are not easily discernible. The nonexistence of Bethe-Salpeter solutions for large coupling could be due to the retention of only the ladder diagrams in the interaction kernel; this may not be a valid approximation for large coupling strength. This type of nonanalytic behavior of the wavefunction with coupling constant has also been noted by Datta ${ }^{21}$ in different connections.
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## APPENDIX

## 1. Derivation of Equation (13)

To obtain the angular-momentum eigensolutions, we first set the small components equal to zero. Now

[^118]from standard theory of angular momentum we can write the two-component wavefunction $\psi_{j \mu}$ for $j=l+\frac{1}{2}$ as
\[

$$
\begin{equation*}
\psi_{j \mu}=\sum_{m s=-\frac{1}{2}, \frac{1}{2}} C\left(l, \frac{1}{2}, l+\frac{1}{2} ; \mu-m_{s}, m_{s}\right) Y_{l}^{\mu-m_{s}} \chi_{m_{s}}, \tag{A1}
\end{equation*}
$$

\]

where $\chi$ denotes the spin- $\frac{1}{2}$ wavefunction. Setting $\mu=m+\frac{1}{2}$, we have
$\psi_{j, m+\frac{1}{2}}=\left(\frac{l+m+1}{2 l+1}\right)^{\frac{1}{2}} Y_{l}^{m}\binom{1}{0}+\left(\frac{l-m}{2 l+1}\right)^{\frac{1}{2}} Y_{l}^{m+1}\binom{0}{1}$.
Hence we attempt to write $q_{j, m+\frac{1}{2}}^{+}$for $j=l+\frac{1}{2}$ as

$$
\varphi_{j, m+\frac{1}{2}}^{+}=\left(\begin{array}{lc}
g_{1}(k)\left(\frac{l+m+1}{2 l+1}\right)^{\frac{1}{2}} & Y_{l}^{m}  \tag{A2}\\
g_{2}(k)\left(\frac{l-m}{2 l+1}\right)^{\frac{1}{2}} & Y_{l}^{m+1}
\end{array}\right)
$$

where $g_{1}$ and $g_{2}$ are to be found from Bethe-Salpeter equations. Since conservation of parity in pionnucleon system demands that there cannot be any transition from $l=j+\frac{1}{2}$ to $l=j-\frac{1}{2}$, we have that $\sigma \cdot L$ is a good quantum number; hence from (A2) we find easily that

$$
g_{1}^{2}=g_{2}^{2}
$$

leading to

$$
g_{1}= \pm g_{2}
$$

In our case we choose the normalization such that $g_{1}=-g_{2}=g$. Thus we get Eq. (13) for $\varphi^{+}$. The equation for $\varphi^{-}$can also be obtained by an argument parallel to that of Dirac equation.

## 2. The Recursion Relations ${ }^{22}$

$$
\begin{align*}
x P_{v}^{\mu}= & (2 v+1)^{-1}\left\{(\mu+v) P_{v-1}^{\mu}\right. \\
& \left.+(v-\mu+1) P_{v+1}^{\mu}\right\}, \\
\left(1-x^{2}\right)^{\frac{1}{2}} P_{v}^{\mu}= & (2 v+1)^{-1}\left\{P_{v+1}^{u+1}-P_{v-1}^{\mu+1}\right\}, \quad(\mathrm{A} 3)  \tag{A3}\\
-\left(1-x^{2}\right)^{\frac{1}{2}} P_{v}^{\mu+1}= & (2 v+1)^{-1}\left\{(v+\mu)(v+\mu+1) P_{v-1}^{\mu}\right. \\
& \left.-(v-\mu)(v-\mu+1) P_{v+1}^{\mu}\right\} .
\end{align*}
$$

## 3. The $P_{n, l}^{(2)}$ Functions

The $P_{n, l}^{(2)}$ functions used are simply related to the Gegenbauer polynomials $C_{n}^{v}$ :

$$
\begin{equation*}
P_{n, l}^{(2)}(\cos \psi)=\frac{1}{n+1} \sin ^{l} \psi C_{n-l}^{l+1}(\cos \psi) . \tag{A4}
\end{equation*}
$$

[^119]The corresponding relation with the associated Legendre polynomials is given by ${ }^{23}$

$$
\begin{equation*}
m!C_{m}^{\lambda}=\Gamma\left(\lambda+\frac{1}{2}\right)(2 \lambda)_{m} \frac{1}{4}\left(x^{2}-1\right)^{\frac{1}{1-\lambda / 2} P_{m+\lambda-\frac{1}{2}}^{\frac{1}{2}-\lambda}(x) .} \tag{A5}
\end{equation*}
$$

## 4. Hecke's Theorem ${ }^{23}$

Let $F(x)$ be a function of the real variable $x$ which is continuous for $-1 \leq x \leq 1$, and $Y_{n}(\xi)$ be any general surface harmonic of degree $n$. Then, for any unit vector $\eta$,

$$
\begin{equation*}
\int_{\Omega(\xi)} F(\xi, \eta) Y_{n}(\xi) d \Omega(\xi)=\lambda_{n} Y_{n}(\eta) \tag{A6}
\end{equation*}
$$

where

$$
\begin{align*}
\lambda_{n}= & \frac{2 \pi^{\frac{1}{2}(q+1)} n!(q-1)!}{\Gamma\left(\frac{q+1}{2}\right)(n+q-1)!} \\
& \times \int_{-1}^{1} F(x) C_{n}^{q / 2}(x)\left(1-x^{2}\right)^{\frac{1}{2}(q-1)} d x . \quad(\mathrm{A} 7)  \tag{A7}\\
& \text { 5. The Various Coefficients } L_{k} \cdots R_{k} \\
L_{k}= & \frac{(n+k+l+3)(n+k+l+2)(n+k+1)}{4(n+k+3)^{2}(n+k+2)} \\
& \times \mu_{\epsilon}(t / 4-2 v / \pi) \\
M_{k}= & \frac{(n+k+1)(n+k+l+2)}{2(n+k+2)^{2}} \\
& \times\left[\beta-\frac{v}{n+k+2}+2 \mu_{\epsilon}(t / 4-2 v / \pi)\right]
\end{align*}
$$

[^120]\[

$$
\begin{aligned}
N_{k}= & \alpha-\frac{v}{n+k+1}+\mu_{\epsilon}(t / 4-2 v / \pi) \\
& \times\left\{1+\frac{(n+k+l+1)(n+k-l)}{4(n+k+1)(n+k)}\right. \\
& \left.+\frac{(n+k+l+2)(n+k-l+1)}{4(n+k+1)(n+k+2)}\right\}, \\
Q_{k}= & \frac{(n+k+1)(n+k-l)}{2(n+k)^{2}} \\
& \times\left\{\beta-\frac{v}{n+k}+2 \mu_{\epsilon}(t / 4-2 v / \pi)\right\}, \\
R_{k}= & \frac{(n+k+1)(n+k-l)(n+k-l-1)}{4(n+k-1)^{2}(n+k)} \\
& \times \mu_{\epsilon}(t / 4-2 v / \pi) .
\end{aligned}
$$
\]

## 6. The Compatibility Condition

Higher-order determinants, for example, for the determination of $a_{0}, b_{0}, a_{1}, b_{1}, c_{1} \equiv[\beta / 2(v+3)] \times$ $\left[\Gamma a_{2}+(v-l+2) b_{2}\right]$, can be reduced to the following:

$$
\left\lvert\, \begin{array}{ccc}
-\frac{1}{\Gamma}\left(\beta \Gamma+\frac{\lambda_{j} \mu}{2 v}\right) & \beta & \beta \Gamma \\
\left(\beta-\frac{\hat{\lambda}_{j} \mu \Gamma}{2 v}\right) & \beta & \beta \Gamma \\
B_{0}(v, \Gamma) & \left(\beta-\frac{\lambda_{j} \mu \Gamma}{v+1}\right) & -\left(\beta \Gamma-\frac{\lambda_{j} \mu}{v+1}\right) \\
=(\beta / \Gamma)\left(\lambda_{j} \mu \Gamma^{2}-4 \beta v \Gamma-\lambda_{j} \mu\right) & \times\left(\lambda_{j} \mu \Gamma^{2}+2 \beta(v+1) \Gamma+\lambda_{j} \mu\right)
\end{array}\right.
$$

where we have used (41) and (39).
The vanishing of the determinant is thus guaranteed by the condition (42). This process can be continued to any order.
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#### Abstract

An alternative formulation of a general theory of observables is presented, which contains as special cases the systems proposed by Segal and Mackey. The basic properties are developed, and the exact relations to the aforementioned systems are deduced.


## INTRODUCTION

Since the work of von Neumann in the thirties on the foundations of classical quantum mechanics, which lay dormant for the next 20 years, ${ }^{1-3}$ the subject has been approached in two distinct abstract ways, initiated by Segal ${ }^{4}$ and Mackey. ${ }^{5}$ These axiomatic systems have several common features, but diverge at certain points in an essential way-for example, in Segal's system, one obtains a profusion of states, while in Mackey's their existence has to be postulated.

The purpose of this work is to propose and study a system of axioms designed to cover both approaches and still be rich enough to produce a reasonable theory. Further, it is based upon primitive concepts which, in the writer's opinion, are closer to the operational use of the various terms, thus perhaps achieving a more universal validity. These concepts are (i) the possibility of forming functions of observables, which is supposed to interpret the application of functions to the measured values of an observable, and (ii) the description of states through expectation value functionals, since it is the expectation value of an observable that one is trying to evaluate by measurements. We restrict attention to continuous functions of observables, first, because this seems to be the minimal class of functions one can work with effectively and, second, in order to avoid possible ambiguities in case of uncertainties in measuring. In the first part, we describe the system obtained and deduce its basic properties, showing that it contains as special cases the systems of Mackey and Segal. The second part is devoted to the development of a special system in order to obtain the exact connection to the work of Mackey. The relation to Segal's system is also discussed there. A construction of "glueing together'" a set of vector spaces, required in order to explore the existence of states, is given in Appendix A.

[^121]Appendices B and C contain certain special results needed in the main parts.

## I. THE GENERAL SYSTEM

## A. The Axioms

We assume the existence of a nonempty set $\mathfrak{N}$ of objects, which we shall call observables, and that the algebra $\bar{\pi}$ of continuous functions from the reals to the reals acts on $\mathcal{K}$ to produce elements of $\mathcal{M}$. We shall write $f(A)$ for the result of applying $f \in \mathscr{F}$ to $A \in \mathcal{M}$, and we assume the following:

Axiom 1: Let $f_{i}(A)=g_{i}(B), i=1,2, \cdots$, and suppose that the supports of the set $\left\{f_{i}\right\}$ and those of the set $\left\{g_{i}\right\}$ form locally finite systems. Then

$$
\left(\sum_{i=1}^{\infty} f_{i}\right)(A)=\left(\sum_{i=1}^{\infty} g_{i}\right)(B) \quad \text { and } \quad\left(f_{1} f_{2}\right)(A)=\left(g_{1} g_{2}\right)(B) .
$$

Axiom 2: Let o denote composition of functions. Then, for any $f, g \in \mathcal{F}$ and $A \in \mathscr{H}$, we have

$$
(f \circ g)(A)=f(g(A))
$$

Axiom 3: If $_{f}(A)=f(B)$ for all bounded $f \in \mathcal{F}$, then $A=B$. If 0,1 denote the constant functions $x \rightarrow 0$, $x \rightarrow 1, x$ real, then $0(A)=0(B)$ and $1(A)=1(B)$ for any $A, B \in \mathcal{M}$.

Remarks: The purpose of Axiom 1 is to allow us to introduce consistently the structure of an algebra on $\{f(A) \mid f \in \mathcal{F}\}$ (see Sec. B). The reason for including infinite sums is technical, but as it is desirable to avoid introducing from the beginning any topology on the observables or on $\mathscr{F}$, we restricted attention to infinite summations under which $\widetilde{F}$ is closed for algebraic rather than topological reasons. For a sequence $f_{i}$ whose supports form a locally finite system (i.e., a class of sets such that each point has a neighborhood intersecting finitely many of the sets in this class), this is quite clear.

We first show that the axiom systems of Mackey ${ }^{5}$ and Segal ${ }^{4}$ satisfy the above axioms.

Theorem 1: The axiom system of Mackey satisfies the above axioms.

Proof: Recall that an observable in the Mackey system is a $\sigma$-homomorphism $A$ from the Borel sets of the real line into a given logic $£$. Thus it is determined by its values on the interval $(-\infty, r)$ where $r$ is rational. Also recall that $f(A)$ is defined as the $\sigma$ homomorphism $A \circ f^{-1}$ (composition). We write for convenience $\{f<a\}$ for $\{x \mid f(x)<a\}$. Now assume that $A \circ f_{i}^{-1}=B \circ g_{i}^{-1}$ for $i=1,2, \cdots, n$. Since
$\left\{\sum_{i=1}^{n} f_{i}<r\right\}=\bigcup\left\{\bigcap_{i=1}^{n}\left\{f_{i}<\mu_{i}\right\} \mid \sum_{i=1}^{n} \mu_{i}<r, \mu_{i}\right.$ rationals $\}$ and $A, B$ are $\sigma$-homomorphisms, we obtain

$$
\begin{aligned}
& \left(A \circ\left(\sum_{i=1}^{n} f_{i}\right)^{-1}\right)(-\infty, r) \\
& =U\left\{\bigcap_{i=1}^{n}\left(A \circ f_{i}^{-1}\right)\left(-\infty, \mu_{i}\right) \mid \sum_{i=1}^{n} \mu_{i}<r, \mu_{i} \text { rationals }\right\} \\
& =U\left\{\bigcap_{i=1}^{n}\left(B \circ \mathrm{~g}_{i}^{-1}\right)\left(-\infty, \mu_{i}\right) \mid \sum_{i=1}^{n} \mu_{i}<r, \mu_{i} \text { rationals }\right\} \\
& =\left(B \circ\left(\sum_{i=1}^{n} g_{i}\right)^{-1}\right)(-\infty, r)
\end{aligned}
$$

and hence

$$
\left(\sum_{i=1}^{n} f_{i}\right)(A)=\left(\sum_{i=1}^{n} g_{i}\right)(B)
$$

Since

$$
\sum_{i=1}^{\infty} f_{i}=\lim _{n \rightarrow \infty} \sum_{i=1}^{n} f_{i}
$$

and similarly for $\sum_{i=1}^{\infty} g_{i}$, let

$$
f_{i}(A)=g_{i}(B), \quad f=\lim _{i \rightarrow \infty} f_{i}, \quad g=\lim _{i \rightarrow \infty} g_{i}
$$

and use the relation
$\left\{\lim _{i \rightarrow \infty} f_{i}<r\right\}=\bigcup \bigcup_{\mu<r} \bigcap_{n=1 i>n}^{\infty} \bigcap_{i}\left\{f_{i}<\mu, \mu\right.$ rational $\}$
to obtain $f(A)=g(B)$. Analogous arguments for the product yield Axiom 1. Axiom 2 follows from $(f \circ g)^{-1}=\left(g^{-1}\right) \circ\left(f^{-1}\right)$. For Axiom 3, let $j=\sum_{i=1}^{\infty} f_{i}$, where $j(x) \equiv x$ and the $f_{i}$ are bounded and continuous with supports forming a locally finite system, to obtain $j(A)=j(B)$, and hence $A=B[$ since $j(A)=A$ in Mackey's system]. Finally, if $c$ is the function $x \rightarrow c$, we have

$$
\begin{aligned}
& c^{-1}(E)=R, \quad \text { if } \quad c \in E \\
&=\varnothing, \\
& \text { if } \quad c \notin E
\end{aligned}
$$

where $R$ is the real axis. Thus $c(A)\left(=A \circ c^{-1}\right)$ maps $E$ on the largest (smallest) element in $\mathbb{L}$ if $c \in E$
$(c \notin E)$. This is independent of $A$; hence Axiom 3 holds.

Theorem 2: The axiom system of Segal satisfies the above axioms.

Proof: This follows from the functional representation theorem of Segal. The only abstruse part is Axiom 1, which involves infinite sums. But as the spectra of $A, B$ are compact and the supports of $f_{i}$, $g_{i}$ form locally finite sets, the s rries becomes finite sums

$$
\left(\sum_{i=1}^{\infty} f_{i}\right)(A)=\sum_{k=1}^{n} f_{i_{k}}(A)
$$

(summing in Segal's sense), so that the axiom does hold.

## B. The Algebraic Structure on $\mathcal{H}$

Axiom 1 allows us to introduce an algebraic structure on each set $\mathcal{F}(A)=\{f(A) \mid f \in \mathcal{F}\}$, $A$ fixed in $\mathcal{M}$, in the obvious way. We define

$$
\sum_{i=1}^{\infty} f_{i}(A) \text { as }\left(\sum_{i=1}^{\infty} f_{i}\right)(A)
$$

whenever the supports of the functions $f_{i}$ form a locally finite system, and we define $f_{1}(A) f_{2}(A)$ as $\left(f_{1} f_{2}\right)(A)$ for any functions $f_{1}, f_{2} \in \mathfrak{F}$. By Axiom 1 this is consistent, and $\mathscr{F}(A)$ becomes an algebra with zero element $\ominus=0(A)$ and unity $I=1(A)$.

It is clear from Axiom 1 that the above algebraic structure is consistent on any intersection, $\bigcap_{i=1}^{n} \mathscr{F}\left(A_{i}\right)$.

We shall need the following:

Proposition 1: Let $f_{n}(A)=\Theta, n=1,2, \cdots$, with the supports of the $f_{n}$ forming a locally finite set, and let $f=\sum_{n=1}^{\infty} f_{n}$. Then $f(A)=\Theta$.

Proof: Take any $h \in \mathscr{F}$ and consider a partition of unity, $\sum_{n=1}^{\infty} g_{n}=1$, so that $h=\sum_{n=1}^{\infty} h_{n}$ with $h_{n}=$ $h g_{n}$. We then have $f_{n}(A)+h_{n}(A)=h_{n}(A)$ since $f_{n}(A)=\Theta$, i.e., $\left(f_{n}+h_{n}\right)(A)=h_{n}(A)$. Hence

$$
\sum_{n=1}^{\infty}\left(f_{n}+h_{n}\right)(A)=\left(\sum_{n=1}^{\infty} h_{n}\right)(A)=h(A)
$$

or

$$
\left(\sum_{n=1}^{\infty} f_{n}\right)(A)+h(A)=h(A) \quad \text { or } \quad f(A)=\Theta
$$

Proposition 2: For any $A \in \mathcal{M}$, we have $j(A)=A$, where $j(x) \equiv x$.

Proof: Since $f \circ j=f$, we have that $f(j(A))=f(A)$ for all $f$.

## C. The Spectrum of an Observable

We shall write $0 \leq f \subset E$ to mean that, for all $x$, we have $0 \leq f(x) \leq X_{E}(x)$, where $X_{E}$ is the characteristic function (indicator) of the set $E$.

Definition 1: An open set $U$ is " $A$-null" if, for any $f \in \mathscr{F}$ such that $0 \leq f \subset U$, we have $f(A)=\Theta$.

Proposition 3: Let $U, V, U_{i}(i \in I)$ be open. If $V \subseteq U$ and $U$ is $A$-null, so is $V$. If each $U_{i}$ is $A$-null, so is their union.

Proof: The first is obvious. Now we can write $\bigcup_{i \in I} U_{i}$ as a countable union $\bigcup_{n=1}^{\infty} V_{n}$ of a locally finite system $V_{n}$, such that each $V_{n}$ is contained in some $U_{i}$ because the real line is separable; then all $V_{n}$ are $A$-null. Now take a partition of unity

$$
\sum_{n=1}^{\infty} f_{i}=1
$$

subordinate to $V_{n}$, i.e., $0 \leq f_{n} \subset V_{n}$. If

$$
0 \leq f \subset \bigcup_{n=1}^{\infty} V_{n},
$$

we have

$$
f=\sum_{n=1}^{\infty} f f_{n},
$$

so that $f(A)=\Theta$ by Proposition 1 .
Corollary 3.1: If $f(A)=\Theta$, then $\{x \mid f(x) \neq 0\}$ is $A$-null.

Proof: We may assume that $f \geq 0$, since $f^{2}(A)=$ $f(A)^{2}=\Theta$ while $f(x)$ and $f(x)^{2}$ vanish for the same values of $x$. Let $U_{n}=\{x \mid f(x)>1 / n\}$. If $0 \leq g \subset U_{n}$, we define $h(x)$ as $g(x) / f(x)$ if $g(x) \neq 0$ and as 0 if $g(x)$ vanishes; then $h$ is continuous and $g=h f$. Thus $g(A)=f(A) h(A)=\ominus$ and $U_{n}$ is $A$-null. But

$$
\{x \mid f(x) \neq 0\}=\bigcup_{n=1}^{\infty} U_{n}
$$

and thus is $A$-null.
Definition 2: The "spectrum" $\sigma A$ of $A \in \mathbb{K}$ is the complement of the union of all $A$-null open sets.

Thus, $\sigma A$ is the smallest closed set whose complement is $A$-null.

Proposition 4: For any $f \in \mathcal{F}, A \in \mathcal{M}$, we have that $\sigma f(A) \subseteq \overline{f(\sigma A)}$.

Proof: Let $U$ be open, $U \cap f(\sigma A)=\varnothing$; then $f^{-1}(U) \cap \sigma A=\varnothing$. If $0 \leq g \subset U$, then $0 \leq g \circ f \subset$ $f^{-1} U$; hence $(g \circ f)(A)=\ominus$ because $f^{-1} U$ is an $A$-null set. Thus $g(f(A))=\theta$ and therefore $U$ is an $f(A)$-null set, so that $U \cap \sigma(f(A))=\varnothing$. Taking for $U$ the complement of the closure of $f(\sigma A)$, we obtain the result.

Proposition 5: We have $A=\ominus$ iff $\sigma A \subseteq\{0\}$.
Proof: Since $\Theta=0(A)$, we have $\sigma \ominus \subseteq \overline{0(A)}=\{0\}$. Suppose that $\sigma A \subseteq\{0\}$. Write

$$
(-\infty, 0) \cup(0,+\infty)=\bigcup_{n=1}^{\infty} V_{n},
$$

where the $V_{n}$ form a locally finite system with compact closures, and take a partition of unity

$$
\sum_{n=1}^{\infty} f_{n}=1 \quad \text { on } \bigcup_{n=1}^{\infty} V_{n} .
$$

Then $f_{n}(A)=\ominus$, while $j=\sum_{n=1}^{\infty} j f_{n}$ so that

$$
A=j(A)=\sum_{n=1}^{\infty} j(A) f_{n}(A)=\Theta .
$$

Corollary 5.1: If $0 \leq f \leq g$ and $g(A)=\ominus$, then $f(A)=\Theta$.

Proof: If $g(A)=\Theta$, then $\{x \mid g(x) \neq 0\}$ is $A$-null; but $\{x \mid f(x) \neq 0\} \subseteq\{x \mid g(x) \neq 0\}$, and hence is also $A$-null. Thus $f \mid \sigma A=0$ or $f(\sigma A)=\{0\}$ and hence $\sigma f(A) \subseteq\{0\}$ or $f(A)=\theta$.

Proposition 6: For any $f \in \mathcal{F}$ and $A \in \mathcal{M}$, we have $\overline{f(\sigma A)} \subseteq \sigma f(A)$.

Proof: Take $x \in \overline{f(\sigma A)}$; then, for any open interval $U$ containing $x$, we have $U \cap f(\sigma A) \neq \varnothing$ or $\left(f^{-1} U\right) \cap$ $\sigma A \neq \varnothing$. Thus there exists an $h \in \mathscr{F}$ with compact support such that $0 \leq h \subset f^{-1} U$ and $h(A) \neq 0$. Because there exists some $h \in \mathscr{F}$ with this property, and by Proposition 1, we may assume $h$ to vanish on all but a single component of $f^{-1} U$, say $W$. Now write $W$ as a union of a locally finite countable covering of open bounded sets, and let $h_{n}$ be a partition of unity subordinate to it. Then some $h_{n}(A) h(A)$ is not $\Theta$, and we may take it to be $h$. By Theorem 25 of Appendix C, there exists a $g \in \mathcal{F}$ such that $0 \leq g \subset U$ and $h \leq g \circ f$. Then $g(f(A)) \neq \ominus$ and therefore $U$ is not $f(A)$-null; hence, $U \cap \sigma f(A) \neq \varnothing$ and, as $\sigma f(A)$ is closed, we have $x \in \sigma f(A)$.

We restate Propositions 4 and 6 in the following way.

Theorem 3: For any $f \in \mathcal{F}, A \in \mathcal{M}$, we have $\sigma f(A)=$ $\overline{f(\sigma A)}$.

We have also established in the previous arguments the following:

Theorem 4: For any $f \in \mathcal{F}, A \in \mathcal{M}$, the observable $f(A)$ is completely determined by the function $f \mid \sigma A$. The map $f(A) \rightarrow f \mid \sigma A$ is an algebraic isomorphism.

Definition 3: An observable is "bounded" if its spectrum is bounded, i.e., compact.

We shall write $\mathfrak{B}(A)$ for the set of bounded elements in $\mathscr{F}(A)$, and $\|A\|$ for $\sup _{x \in \sigma A}|x|$.

Proposition 7: If $B=f(A)$; then $\|B\|=\sup _{x \in \sigma A}|f(x)|$. Proof: We have

$$
\begin{aligned}
\|B\| & =\sup _{y \in \sigma B}|y|=\sup _{y \in \sigma(A)}|y|=\sup _{y \in f(\sigma A)}|y| \\
& =\sup _{y \in f(\sigma A)}|y|=\sup _{x \in \sigma A}|f(x)| .
\end{aligned}
$$

The next statement needs no proof.
Proposition 8: The set $\mathcal{B}(A)$ is a subalgebra of $\mathscr{F}(A)$ complete under the norm $B \rightarrow\|B\|$ and closed under the action of $\mathscr{F}$.

## D. The Cone of Positive Elements

Definition 4: An observable is "positive" if it is the square of some other observable.

We use $\mathcal{C}(A)$ to denote the set of all positive observables in $\mathscr{F}(A)$.

Proposition 9: The observable $f(A) \in \mathbb{C}(A)$ iff $f \mid \sigma A \geq 0$.

Proof: Let $f(A)=B^{2}$; then $\sigma f(A)=\sigma\left(B^{2}\right)=\overline{j^{2}(B)}$, hence $\sigma f(A) \subseteq[0,+\infty)$, and thus $f(\sigma A) \subseteq[0,+\infty)$. Conversely, let $f \mid \sigma A \geq 0$ and consider any $h$ on the reals extending $f \mid \sigma A$ continuously with nonnegative values (Tietze's theorem). Then $f \left\lvert\, \sigma A=\left(\left.h^{\frac{1}{2}} \right\rvert\, \sigma A\right)^{2}\right.$ and $f(A)=\left(h^{\frac{1}{2}}(A)\right)^{2}$ so that $f(A)$ is a square.

Theorem 5: The set $\mathcal{C}(A) \cap \mathscr{B}(A)$ is a proper cone in $\mathfrak{B}(A)$, radial at $I$; the resulting ordering is Archimedean and $I$ is a unit element.
Proof: Clearly, $f(A), g(A) \in \mathbb{C}(A)$ implies $f(A)+$ $g(A) \in \mathbb{C}(A)$ because of Proposition 9; similarly,
$\lambda f(A) \in \mathcal{C}(A)$ for $\lambda \geq 0$. Thus $\mathcal{C}(A)$ is indeed a cone. Now let $B$ and $-B$ be in $\mathcal{C}(A), B=f(A),-B=g(A)$, so that $f(A)+g(A)=\ominus$. Then $f(x)+g(x)=0$ for all $x \in \sigma A$ and, as $f(x), g(x)$ are nonnegative on $\sigma A$, we obtain $f|\sigma A=g| \sigma A=0$, i.e., $f(A)=g(A)=\ominus$, and $\mathcal{C}(A)$ is proper. Now take any $f(A) \in \mathscr{B}(A)$ and let $k$ be a lower bound of $f$ on $\sigma A$. Then, for $0 \leq t \leq$ $|1-k|^{-1}$, we have $(1-t)+t f(x) \geq 0$ on $\sigma A$ and, thus, $(1-t) I+t f(A) \in \mathcal{C}(A)$; i.e., $\mathcal{C}(A)$ is radial at I. To show that the ordering is Archimedean, suppose that $-\epsilon I \leq f(A) \leq \epsilon I$ for all $\epsilon>0$; then $|f(x)| \leq \epsilon$ on $\sigma A$ for all $\epsilon>0$ and therefore $f(A)=\Theta$. Finally, for any $f(A) \in \mathfrak{B}(A)$, we have $-\|f(A)\| I \leq f(A) \leq$ $\|f(A)\| I$, so that $I$ is a unit.

## E. States

Let $\mathfrak{B}=\bigcup_{A \in \mathcal{M}} \mathfrak{B}(A)$.
Definition 5: A "state" is a map $m$ from $\mathfrak{B}$ into the reals such that $m \mid \mathfrak{B}(A)$ is linear for any $A \in \mathcal{M}$, $m\left(A^{2}\right) \geq 0$ for any bounded $A$, and $m(I)=1$.

Write $S$ for the set of all states.

Proposition 10: If $A$ is bounded, then $|m(A)| \leq\|A\|$.
Proof: Let $f(x)=\|A\|-x$ and $B=f(A)$; since $f \mid \sigma A \geq 0$, we have $g(A)=f(A)$, where $g(x)=$ $\max (0, f(x))$. As $g \geq 0$, the function $h=g^{\frac{1}{2}}$ is in $\mathscr{F}$ and thus $B=h(A)^{2}$. Therefore $m(B) \geq 0$; hence $m(A) \leq\|A\|$. Replace $A$ by $-A$ to obtain $m(A) \geq$ $-\|A\|$.

Theorem 6: Let $m$ be a state and $\mathcal{F}_{0}$ the set of all bounded elements of $\mathcal{F}$. Then the map $m_{A}: \mathcal{F}_{0} \rightarrow R$, given by $m_{A}(f)=m(f(A)$ ), determines uniquely a regular finitely additive probability measure $\mu_{A}$ on the ring of sets generated by the open sets in $R$ such that, for any bounded $f(A)$, we have

$$
m(f(A))=\int f(x) d \mu_{A}(x)
$$

This measure is supported by $\sigma A$.
Proof: For $f \in \mathcal{F}_{0}$, we have
$\left|m_{A}(f)\right|=|m(f(A))| \leq\|f(A)\|=\sup _{x=\sigma A}|f(x)| \leq\|f\|_{\infty} ;$
therefore the measure $\mu_{A}$ exists and is uniquely determined. Also, $\mu_{A}(R)=m(1(A))=m(I)=1$ and, for $f \geq 0$, we have $\mu_{A}(f) \geq 0$, since

$$
f=g^{2} \quad \text { and } \quad m\left(g(A)^{2}\right) \geq 0
$$

Finally, if the support of $f$ is disjoint from $\sigma A$, we have $f(A)=\ominus$ and, hence, $m_{A}(f)=0$, so that the support of $\mu_{A}$ is in $\sigma A$.

Definition 6: The probability measure $\mu_{A}$ is the "distribution of $A$ in the state $m$."

Note: Thus $m(A)$ is the expectation value of $A$ in the state $m$, the points of $\sigma A$ being the various probable values of $A$. It is possible that for an unbounded $A$ the expectation exists in the sense of the integral

$$
\int_{\sigma A} x d \mu_{A}(x)
$$

The interpretation of $\mu_{A}$ as a probability distribution is justified because of the following:

Theorem 7: For any set $E$ in the ring generated by the open sets, we have $\mu_{f(A)}(E)=\mu_{A}\left(f^{-1} E\right)$.

Proof: For any bounded $g \in \mathcal{F}$, we set $B=f(A)$ and obtain $m(g(B))=m((g \circ f)(A))$, so that

$$
\int g d \mu_{B}=\int(g \circ f) d \mu_{A} .
$$

But this is equivalent to the above statement.
Observe that the value of $\mu_{A}(U)$ (for open $U$ ) is given by $\sup \{m(f(A)) \mid 0 \leq f \subset U\}$.

Remark: If we restrict attention to bounded observables only, then we see that automatically the measures associated to the states are countably additive because the spectra are now compact, and we obtain from Dini's theorem the countable additivity condition: If $f_{1} \geq f_{2} \geq \cdots$ and $\inf f_{n}(x)=0$ for each $x$, then

$$
\lim _{n \rightarrow \infty} \mu_{A}\left(f_{n}\right)=0 .
$$

To study further the structure of $\delta$, we introduce the set $\mathcal{G}$ of all maps $s: \mathscr{B} \rightarrow R$ such that $s \mid \mathscr{B}(A)$ is linear for each $A$ and $|s(B)| \leq k\|B\|$ for all $B \in \mathscr{B}$ ( $k$ may depend upon $s$ ). Clearly $\mathscr{G}$ is a real vector space under pointwise operations, and

$$
\|s\|=\sup _{B \in \mathscr{B}} \frac{|s(B)|}{\|B\|}
$$

defines a norm on it.

Lemma 1: The set $\delta$ is a strongly convex subset of the unit ball in $\mathfrak{C}$.

Proof: If $m_{i} \in \mathcal{S}$ and $a_{i} \geq 0$ with $\sum_{i=1}^{\infty} a_{i}=1$, then $m=\sum_{i=1}^{\infty} a_{i} m_{i}$ (pointwise operations) is evidently in S. Further, $\|m\| \leq 1$ by Proposition 10.

The weak topology on $\mathfrak{G}$ is obtained by introducing the basis of neighborhoods

$$
\begin{aligned}
& N\left(s_{0}, \epsilon ; A_{1}, A_{2}, \cdots, A_{n}\right) \\
& \quad=\left\{s| | s\left(A_{i}\right)-s_{0}\left(A_{i}\right) \mid<\epsilon, \quad i=1, \cdots, n\right\}
\end{aligned}
$$

for the element $s_{0}$.
Proposition 11: The space $\mathfrak{C}$, equipped with the weak topology, is locally convex Hausdorff. The unit ball is weakly compact, $\boldsymbol{S}$ is weakly closed in it and hence weakly compact.

The proof is standard and we omit it. By the KreinMillman theorem we have the structure of $\mathcal{S}$.

Definition 7: A state is "pure" if it is an extreme point of $\mathcal{S}$.

Thus the states are obtained from the pure ones by mixing (convex combinations) and approximating (weak limits).

## F. Existence of States

We shall now obtain a necessary and sufficient condition for the existence of states with desired properties. First, observe that, for a fixed $A \in \mathcal{M}$, the range of the map $m \rightarrow m(A)$ is contained in the interval [inf $\sigma A, \sup \sigma A]$. Since the map is continuous in the weak topology on $S$ for which $S$ is compact, we see that the set $\{m(A) \mid m \in S\}$ is a closed subinterval of $[\inf \sigma A, \sup \sigma A]$ (or perhaps empty).
Consider the following:
Axiom 4a: For any $a \in[\inf \sigma A$, sup $\sigma A]$ there exists a state $m$ such that $m(A)=a$.

First, we give an alternative formulation:
Axiom 4b: For any open non- $A$-null set $U$, there exists a state $m$ such that $\mu_{A}(U)=1$.

To prove the equivalence, we need the following:
Proposition 12: If Axiom 4b is valid, then $\|A\|=$ $\sup |m(A)|$. $m \in S$

Proof: Since $|m(A)| \leq\|A\|$, we only need the reverse relation. Take $x_{0} \in \sigma A, \epsilon>0$, and let $U=\left(x_{0}-\epsilon\right.$, $x_{0}+\epsilon$ ); then we have a state $m$ such that $\mu_{A}(U)=1$.

Now,

$$
\begin{aligned}
|m(A)| & =\left|\int x d \mu_{A}(x)\right| \\
& =\left|\int_{U} x d \mu_{A}(x)\right| \geq\left|x_{0}-\epsilon\right| \geq\left|x_{0}\right|-\epsilon
\end{aligned}
$$

Thus,

$$
\left|x_{0}\right| \leq \epsilon+\sup _{m \in S}|m(A)|, \quad \text { for any } \epsilon>0
$$

which proves the result.
Theorem 8: Axioms 4a and 4b are equivalent.
Proof: Assume Axiom 4a and take $x_{0} \in(\sigma A) \cap U$. There exists an $f \in \mathcal{F}$ such that $0 \leq f \subset U$ and $f\left(x_{0}\right)=1$. Then $1=\sup f(\sigma A)=\sup \sigma f(A)$ and, hence, there is a state $m$ such that $m(f(A))=1$. But then $\mu_{A}(U)=1$. Now assume Axiom 4b, and let $[a, b]$ be the range of $m \rightarrow m(A)$. By considering $A-a I$, we may assume $a=0$ without loss of generality, so that $m(A) \geq 0$ for any state $m$. Now, if $\sigma A$ contains both negative and positive points, there exists by Theorem 26 of Appendix $C$ a function $f \in \mathcal{F}$ such that (i) $-1 \leq f(x) \leq 0$ and the value -1 is taken on $\sigma A$, and (ii) $f(x)+1-d \geq c x$ for some $c, d>0$. Then, if $B=f(A)$, we obtain $-B$ positive and $B+(1-d) I-$ $c A$ also positive; since $m(A) \geq 0$, we obtain

$$
-1+d \leq m(B) \leq 0
$$

for all states $m$. By Proposition 12, we have $\|B\|<1$, while by Proposition 7, we have $\|B\|=1$. Thus we conclude that $\sigma A$ is nonnegative. But then, again by Proposition 12, we see that sup $\sigma A=b$ and, thus, the two intervals $[a, b]$ and $[\inf \sigma A, \sup \sigma A]$ coincide. Axiom 4a follows.

Observe that Axiom 4 a is equivalent to the apparently weaker statement: If $A \neq \Theta$, then there exists a state $m$ such that $m(A)=\sup \sigma A$.

We shall now translate Axiom 4 into a form which involves only the algebraic structure of the sets $\mathfrak{B}(A)$ where $A \in \mathscr{M}$. We observe that as vector spaces they form a coherent system (see Appendix A), and we can apply the ideas developed there. The cones $\mathrm{C}(A) \cap \mathfrak{B}(A)$ are all radial at $I$, and it is obvious that, if $f(A) \notin \mathrm{C}(A)$, then there is a point $x_{0} \in \sigma A$ at which $f\left(x_{0}\right)<0$; thus the map $g(A) \rightarrow g\left(x_{0}\right)$ defines a positive functional on $\mathfrak{B}(A)$ for which $f(A)$ has a negative value. Thus the hypotheses of Theorem 24 in Appendix A are satisfied.

Theorem 9: Axiom 4 is equivalent to the statement: Every element in the sum $\sum_{A}(\mathcal{C}(A) \cap \mathfrak{B}(A))$ that is in $\mathscr{B}(B)$ is already in $C(B)$.

Proof: If this statement is valid, then the positive functionals on $\mathfrak{B}(B)$ extend. Now take any $a \in[\inf \sigma B$, $\sup \sigma B]$ and define a functional $\varphi$ on the subspace $\mathcal{N}=$ multiples of $I$ by $\varphi(c I)=c$; this is positive. We can extend $\varphi$ to the subspace spanned by $I$ and $B$, provided we assign to $B$ a value between

$$
\sup \{\varphi(A) \mid A \in \mathcal{N}, A \leq B\}
$$

and

$$
\inf \{\varphi(A) \mid A \in \mathcal{N}, B<A\}
$$

[the ordering being the one induced by the cone $\mathrm{C}(B)$ ], according to Appendix $B$. But, since $A \in \mathcal{N}$ means $A=c I$, the relations $A \leq B$ and $B \leq A$ mean $c \leq$ $\inf \sigma B$ and $\sup \sigma B \leq c$; thus, $\varphi$ can be extended to a positive functional on the subspace of $\mathfrak{B}(B)$ spanned by $I$ and $B$, provided we assign to $B$ a value between $\inf \sigma B$ and $\sup \sigma B$. Call this extension $\psi$. Now $\psi$ is positive on a subspace of $\mathfrak{B}(B)$ which contains the point $I$, at which the cone $C(B)$ is radial; hence applying Theorem 3.3 of Ref. 6, we obtain an extension of $\psi$ to $\mathfrak{B}(B)$. But then our hypothesis allows an extension to $\sum_{A} \mathfrak{B}(A)$, i.e., we obtain a state $m$ such that $m(B)=a$. Now for the converse: Assume Axiom 4 and let $B$ be an element in $\sum_{A}(\mathbb{C}(A) \cap \mathfrak{B}(A))$; this implies that $m(B) \geq 0$ for any state $m$. Now, we show that $\sigma B \geq 0$. If not, we find, as in the proof of Theorem 8, an element $B_{1} \in \mathscr{B}(B)$ such that $-1+$ $d \leq m\left(B_{1}\right) \leq 0$ for any state $m$, while -1 is in the spectrum of $B_{1}$. This contradicts Axiom 4, and, hence, the spectrum of $B$ is nonnegative.

In the following, we assume Axiom 4.

Theorem 10: If $x_{0} \in \sigma A$, there exists a pure state $m$ at which $A$ is measured exactly (i.e., its probability distribution has zero variance) such that $m(A)=x_{0}$.

Proof: The map $f(A) \rightarrow f\left(x_{0}\right)$ is positive on $\mathfrak{B}(A)$; hence, it extends to a state. Let $S_{0}$ be the set of all its extensions. Clearly, $\delta_{0}$ is a weakly closed subset of $S$ and, thus, is weakly compact; therefore it has an extreme point $m$. We shall show that $m$ is an extreme point of $\delta$. Let $m=a_{1} m_{1}+a_{2} m_{2}$, with $a_{i} \geq 0$ and $a_{1}+a_{2}=1$; the restrictions of $m_{1}, m_{2}$ to $\mathfrak{B}(A)$ determine measures which must coincide with $\mu_{A}$ bẹcause this is evidently concentrated on $\left\{x_{0}\right\}$. Therefore $m_{1}, m_{2} \in S_{0}$ and, as $m$ is extreme in $\delta_{0}$, we have $m=m_{1}=m_{2}$. Thus $m$ is a pure state, and evidently $A$ is measured exactly in it, since $\mu_{A}$ is concentrated on $\left\{x_{0}\right\}$.

[^122]
## II. SPECIAL SYSTEMS

## A. Algebraic Structure

We now assume that $\mathfrak{F}$ consists of all finite Borelmeasurable functions from the reals to the reals and that their action on $\mathcal{K}$ satisfies Axioms 2, 3, plus the stronger version of Axiom 1 stated below. Observe that Theorem 1 is still valid.

Axiom $1^{\prime}$ : Let $f_{i}(A)=g_{i}(B), i=1,2, \cdots$, and assume that

$$
f=\sum_{i=1}^{\infty} f_{i}, \quad g=\sum_{i=1}^{\infty} g_{i} \in \mathcal{F} .
$$

Then $f(A)=g(B)$, and $\left(f_{1} f_{2}\right)(A)=\left(g_{1} g_{2}\right)(B)$.
We aim at establishing an analogous theory and showing its exact relations to the Mackey system of axioms. Not all of the previous arguments are valid, because in several we made essential use of the continuity of the functions in $\mathscr{F}$. Whenever we omit a proof, it is because only trivial (if any) changes are necessary to adapt the previous argument.

First, observe that, as in Sec. I.B, we obtain on each $\mathcal{F}(A)$ a homomorphism of the algebraic structure of $\mathscr{F}$.

Proposition 13: If $f_{n}(A)=\ominus$ and $f=\sum_{n=1}^{\infty} f_{n} \in \mathcal{F}$, then $f(A)=\Theta$.

Proposition 14: For any $A, j(A)=A$.
Proposition 15: If $0 \leq f \leq g$ and $g(A)=\Theta$, then $f(A)=\Theta$.

Proof: We can now directly define $h(x)$ as $f(x) / g(x)$ for $g(x) \neq 0$ and $h(x)=0$ for $g(x)=0$, to obtain $h \in \mathscr{F}$ and $f=g h$; then $f(A)=g(A) h(A)=\Theta$.

The following result is very useful:
Theorem 11: An open set is $A$-null (according to Definition 1) iff $X_{U}(A)=0$.
Proof: If $\mathfrak{X}_{U}(A)=0$ and $0 \leq f \subset U$, then by Proposition 15 we obtain $f(A)=\theta$ and thus $U$ is $A$-null. Conversely, let $U$ be $A$-null and consider a partition of unity $\sum_{n=1}^{\infty} f_{n}=1$ on $U$ (with all $f_{n}$ zero outside $U$ ). Then $f_{n}(A)=\ominus$ and, as $X_{U}=\sum_{n=1}^{\infty} f_{n}$, we have by Proposition 13 that $X_{U}(A)=0$.

Thus we can extend Definition 1 to the following:

Definition 8: A Borel set $E$ is " $A$-null" if $X_{E}(A)=0$.

By using Propositions 13 and 15, we have the following by standard arguments:

Theorem 12: The set of all $A$-null sets is a $\sigma$-ideal in the $\sigma$-ring of all Borel sets.

We can now prove the following:
Theorem 13: The observable $f(A)=\Theta$ iff $\{x \mid f(x) \neq$ $0\}$ is $A$-null.

Proof: As before, we may assume $f \geq 0$. Suppose $f(A)=\ominus$ and let

$$
E_{n}=\left\{x \mid(n+1)^{-1} \leq f(x)<n^{-1}\right\}
$$

so that $X_{E_{n}} \leq(n+1) f$; but then $E_{n}$ is $A$-null and, as

$$
\{x \mid f(x) \neq 0\}=\bigcup_{n=1}^{\infty} E_{n}
$$

we see that it is $A$-null. Conversely, if

$$
E=\{x \mid f(x) \neq 0\}
$$

is $A$-null, we obtain from the relation $f=f X_{E}$ that $f(A)=\theta$.

## B. Spectrum, Norm, and States

Retaining the definition of the spectrum, we then have the following:

Proposition 16: For any $A \in \mathcal{M}, \sigma A \subseteq\{0\}$ iff $A=\theta$.

Proof: By Theorem 13, we have $A=\ominus$ iff $R-\{0\}$ is $A$-null; but this is open, and its being $A$-null means $\sigma A \subseteq\{0\}$.

We can now establish the analog of Theorem 4:
Theorem 14: For any $f, g \in \mathcal{F}$ and $A \in \mathcal{M}$, we have $f(A)=g(A)$ iff $f|\sigma A=g| \sigma A$ except on some $A$-null set.

Proof: We need only establish that $f(A)=\Theta$ iff $f \mid \sigma A=0$ except on some $A$-null set. If $f \mid \sigma A=0$ except on the $A$-null set $E$, then $f X_{\sigma A}=f x_{\sigma A} x_{E}$ and, since $\mathscr{X}_{\sigma A}(A)=I$, we obtain $f(A)=f(A) X_{E}(A)=\ominus$. Conversely, if $f(A)=\Theta$, we have by Theorem 13 that $f$ vanishes except on some $A$-null set and hence $f \mid \sigma A$ likewise.

It is unfortunate that Theorem 3 is not valid in the present context, because proposition 6 may fail if $f$ is not continuous. However we have:

Theorem 15: For any $f \in \mathcal{F}$ and $A \in \mathcal{M}$, we have $\sigma f(A) \subseteq \overline{f(\sigma A)}$. If $f$ is continuous, then equality holds.

Proof (after Gudder ${ }^{7}$ ): Consider any $x \in \sigma f(A)$ and any open $U$ containing $x$; then $X_{U}(f(A)) \neq \theta$ and hence $\mathscr{X}_{f^{-1}(U)} \neq \Theta$ or $f^{-1}(U) \neq \varnothing$. This means that $x$ is in the closure of the range of $f$, which implies that $\sigma f(A)$ is contained in the clọsure of the range of $f$. Now take $x \in f(\sigma A)$ and let

$$
\begin{aligned}
g(y) & =f(y), \\
& =x, \quad \text { for } \quad y \in \sigma A \\
& \text { for } \quad y \notin \sigma A
\end{aligned}
$$

so that $g \in \mathcal{F}$ and the range of $g$ is contained in $f(\sigma A)$. Since $f|\sigma A=g| \sigma A$, we have $f(A)=g(A)$; thus the spectrum of $f(A)$ is contained in the closure of the range of $g$, hence in the closure of $f(\sigma A)$.

We also retain the definition of a bounded observable and of the norm. We shall now establish a formula for $\|\dot{A}\|$ analogous to that of Proposition 7. The essential supremum of a function is understood relative to the $\sigma$-ideal of all $A$-null sets; we shall write it as $A$-essup.

Lemma 2: If $|f(x)| \leq M$ for all $x \in \sigma A$, then $\|f(A)\| \leq M$.

## Proof: We have

$$
\|f(A)\|=\sup _{y \in \sigma f(A)}|y| \leq \sup _{y \in f(\sigma A)}|y| \leq \sup _{|y| \leq M}|y|=M
$$

Thus we obtain:
Lemma 3: If $\lim _{n \rightarrow \infty} f_{n}=f$ uniformly on $\sigma A$, then

$$
\lim _{n \rightarrow \infty}\left\|f_{n}(A)-f(A)\right\|=0
$$

Theorem 16: Let $f \in \mathcal{F}$ and $A \in \mathcal{M}$. Then, $f(A)$ is bounded iff the function $f$ is essentially bounded on $\sigma A$; in such a case,

$$
\|f(A)\|=\underset{x \in \sigma A}{A-\operatorname{essup}}|f(x)|
$$

Proof: First, take $f$ of the form $\sum_{n=1}^{V} a_{n} X_{E_{n}}$, with $E_{n}$ pairwise disjoint, and let $B=f(A)$. Then $\sigma B \subseteq$ $\left\{0, a_{1}, a_{2}, \cdots, a_{N}\right\}$ by Theorem 15. It is clear that $a_{n} \notin \sigma B$ iff $E_{n}$ is $A$-null, because, for any small enough neighborhood $U$ of $a_{n}$, we have $f^{-1} U=E_{n}$. Thus $\sup _{y \in \sigma B}|y|=\max \left\{\left|a_{n}\right| \mid E_{n}\right.$ not $A$-null $\}=A$-essup $|f(x)|$.

[^123]Now we proceed to general $f$, and by the usual argument we assume $f \geq 0$. Take a sequence of $f_{n}$ having the previous form such that $0 \leq f_{n}(x) \leq f(x)$, which converges uniformly and increasingly to $f(x)$. Then $A$-essup $f_{n}$ converges to $A$-essup $f$, and $\left\|f_{n}(A)\right\|$ converges by the lemma to $\|f(A)\|$. Therefore we have the desired equality.

The results of Sec. I.D are carried over to the present context with trivial changes in the arguments.

We shall also retain the definition of a state. Theorem 6 holds, but now the ring of sets on which the probability measures are defined consists of all Borel sets. In fact, we have directly that $\mu_{A}(E)=m\left(\mathscr{X}_{E}(A)\right)$.

Axiom 4b takes the following form:
Axiom $4 c$ : If $E$ is not $A$-null, then there exists a state $m$ such that $\mu_{A}(E)=1$.

We shall omit the minor modifications necessary to adapt Sec. I.F.

## C. Simple Observables

We shall now reduce the study of $\mathcal{H}$ to the study of a proper subset.

Definition 9: An observable is "simple" if it equals its square.

We shall write $£$ for the set of all simple observables, and $\mathcal{L}(A)$ for the set $\mathcal{L} \cap \mathscr{F}(A)$.

Proposition 17 (Mackey): The three relations $A=$ $A^{2}, \sigma A \subseteq\{0,1\}$, and $A=X_{E}(B)$, for some $B \in \mathcal{M}$ and some Borel set $E$, are equivalent.

Proof: From $A=A^{2}$ we obtain $\left(j-j^{2}\right)(A)=\ominus$, or that the spectrum of $\left(j-j^{2}\right)(A)$ is contained in $\{0\}$. Since $j-j^{2}$ is continuous, we see that it maps $\sigma A$ into $\{0\}$. But only the set $\{0,1\}$ has this property; hence $\sigma A \subseteq\{0,1\}$. Conversely, $\sigma A \subseteq\{0,1\}$ implies $j^{2}|\sigma A=j| \sigma A$ or $j^{2}(A)=j(A)$, i.e., $A^{2}=A$. Now let $A=f(B)$, so that $f^{2}-f$ is zero on $\sigma B$ except on some $B$-null set $F$; then

$$
f(x) \mathscr{X}_{F^{\prime}}(x)=\left[f(x) \mathscr{X}_{F^{\prime}}(x)\right]^{2}
$$

(where $F^{\prime}$ is the complement of $F$ ); hence $f(x) \mathscr{X}_{F^{\prime}}(x)=$ $X_{E}(x)$ for some Borel set $E$. Since $X_{F}(A)=\ominus$, we have $f(B)=\mathfrak{X}_{E}(B)$. The converse is obvious.

Note: Observe that $X_{E}(B)=X_{F}(B)$ iff the sets $E$, $F$ differ by a $B$-null set.

The connection between an observable $A$ and simple observables is contained in the following:

Theorem 17: If $x_{E}(A)=X_{E}(B)$ for all Borel sets $E$, then $A=B$.

Proof: Clearly, we have $f(A)=f(B)$ for $f$ of the form

$$
\sum_{k=1}^{n} a_{k} X_{E_{k}},
$$

where the $E_{k}$ are pairwise disjoint. Now for a bounded $f$, we take a series of functions $f_{n}$ of the above form converging to $f$. Then

$$
f(A)=\sum_{n=1}^{\infty} f_{n}(A)=\sum_{n=1}^{\infty} f_{n}(B)=f(B)
$$

and hence $A=B$.
Thus $A$ is characterized by the map $E \rightarrow X_{E}(A)$ from the Borel sets into $\mathcal{C}$. Observe that each $\mathbb{L}(A)$ carries a natural structure of Boolean $\sigma$-algebra induced by the partial order: $B \leq C$ iff $B=X_{E}(A)$ and $C=X_{F}(A)$ imply that $E \subseteq F$ except on some $A$-null set (or equivalently, in view of Axiom 4c, $m(B) \leq m(C)$ for all states $m)$.

Theorem 18: The map $E \rightarrow X_{E}(A)$ is a $\sigma$-homomorphism into $\mathcal{L}(A)$. Conversely, if $E \rightarrow Q(E)$ is such a $\sigma$-homomorphism, there exists a unique $B \in \mathscr{F}(A)$ for which $Q(E)=X_{E}(B)$.

Proof: The only thing to show for the first part is that $X_{E}(A)$ is the supremum of the elements $\mathscr{X}_{E_{n}}(A)$ in $\mathscr{L}(A)$ under the assumptions that

$$
E=\bigcup_{n=1}^{\infty} E_{n}
$$

and the $E_{n}$ are pairwise-disjoint modulo the $A$-null sets. But this is clear because the unions are countable, and the $A$-null sets form a $\sigma$-ideal. For the converse, we write $Q(E)=X_{S_{(K)}}(A)$, where $S(E)$ is unique modulo for some $A$-null set. All equalities of sets in the following will be understood modulo some $A$-null set. We shall show that $E \rightarrow S(E)$ is a $\sigma$-homomorphism (modulo $A$-null sets). Let $E \cap F=\varnothing$. Then, $Q(E)+Q(F)=Q(E \cup F)$ and, hence, by squaring, we have

$$
Q(E)+Q(F)+2 Q(E) Q(F)=Q(E \cup F)
$$

or $Q(E) Q(F)=\ominus$. Hence, $X_{S(E) \cap S(F)}(A)=\ominus$ and, thus, $S(E) \cap S(F)=\varnothing$. Furthermore, we obtain

$$
x_{S(E)}(A)+x_{S(F)}(A)=x_{S(E) \cup S(F)}(A),
$$

since $S(E) \cap S(F)=\varnothing$, and hence $X_{S\left(E^{\prime} \cup F^{\prime}\right)}(A)=$ $x_{S(E) \cup S(F)}(A)$, or $S(E \cup F)=S(E) \cup S(F)$. We now show that in general $S(E \cap F)=S(E) \cap S(F)$. We have $S(E \cap F) \cup S\left(E \cap F^{\prime}\right)=S(E)$ and, as

$$
S\left(E \cap F^{\prime}\right) \cap S(F)=\varnothing,
$$

we get $S(E \cap F) \cap S(F)=S(E) \cap S(F)$; but

$$
S(E \cap F) \subseteq S(F)
$$

and thus $S(E \cap F)=S(E) \cap S(F)$. Finally, we show complete additivity: Assume

$$
E_{i} \cap E_{j}=\varnothing, \text { for } i \neq j,
$$

and compute. We have

$$
\begin{aligned}
X_{S\left(\cup E_{n}\right)}(A) & =Q\left(\bigcup_{n=1}^{\infty} E_{n}\right)=\sup _{n} Q\left(E_{n}\right) \\
& =\sup X_{S\left(E_{n}\right)}(A)=X_{\cup S\left(E_{n}\right)}(A) ;
\end{aligned}
$$

hence

$$
S\left(\bigcup_{n=1}^{\infty} E_{n}\right)=\bigcup_{n=1}^{\infty} S\left(E_{n}\right) .
$$

Now, there exists a Borel function $f$ such that $S(E)=$ $f^{-1}(E)$, which will be uniquely determined modulo some $A$-null set. Then

$$
Q(E)=X_{S(E)}(A)=X_{f^{-1}(E)}(A)=X_{E}(f(A)) .
$$

Since the ambiguity on $f$ is restricted to an $A$-null set, the element $f(A)$ is uniquely determined.

We recapitulate below the results we have obtained this far.

A set $\mathcal{L}$ is given as the union of Boolean $\sigma$-algebras $\mathfrak{L}_{i}$ ( $i$ varying in some index set); each $\mathfrak{L}_{i}$ is isomorphic to a quotient of the algebra of Borel sets on the real line by some $\sigma$-ideal; the minimum and maximum elements of the various $\mathscr{L}_{i}$ are common to all, and the system of the $\mathscr{L}_{i}$ is "coherent" in the sense that $\mathfrak{L}_{i} \cap \mathcal{L}_{j}$ is a Boolean $\sigma$-subalgebra of $\mathscr{L}_{i}$ and $\mathscr{L}_{j}$, while on it the inherited structures coincide. An observable is obtained as a $\sigma$-homomorphism of the Borel sets into some member of the system.

Apropos, we remark that, starting with such a coherent system of Boolean $\sigma$-algebras, we can define observables as $\sigma$-homomorphisms of the Borel sets into some member of the system and the action of the Borel function $f$ on the observable $A$ to be $A \circ f^{-1}$ (composition); then Axioms 1, 2, and 3 hold, the proof being the same as in Theorem 1. The original set can then be recaptured as an isomorph of the set of simple observables.

With regard to states, we have the following characterization:

Theorem 19: Each state is uniquely determined by its restriction to the set of simple observables. If $p_{m}$ is the restriction of $m$ to $\mathcal{L}$ and if $\mu_{m}$ is the additive measure $E \rightarrow p_{m}\left(\mathrm{X}_{E}(A)\right)$, then $m(f(A))=\int f d \mu_{m}$. A map $m: \mathcal{L} \rightarrow R$ is the restriction of a state iff $m \mid \mathcal{L}(A)$ is an additive probability measure.

Proof: Only the second part needs a proof, as the first is contained in Theorem 6. Given the map $m$, observe that, if $U$ is an open set disjoint from $\sigma A$, then we have that $\mu_{m}(U)=m\left(X_{U}(A)\right)=0$, so that, for a bounded $f(A)$, the integral $\int f(x) d \mu_{m}(x)$ exists and equals

$$
\int_{\sigma A} f(x) d \mu_{m}(x)
$$

To extend the functional thus defined to any bounded observable, we need the consistency relation: $B=f(A)$ implies

$$
\int_{\sigma B} x d v(x)=\int_{\sigma A} f(x) d \mu(x)
$$

where

$$
\nu(E)=m\left(X_{E}(B)\right) \quad \text { and } \quad \mu(F)=m\left(X_{F}(A)\right)
$$

but

$$
\nu(E)=m\left(X_{f^{-1} E}(A)\right)=\mu\left(f^{-1} E\right)
$$

and, as $\nu, \mu$ are concentrated on $\sigma B$ and $\sigma A$, respectively, we have the desired equality of integrals. Thus $m$ extends consistently to $\mathfrak{B}$. Linearity on each $\mathfrak{B}(A)$ as well as the remaining properties of states follows immediately from the properties of $m$.

This allows us to define, in the framework of simple observables, a state as a map from $\mathcal{E}$ to $R$ such that its restriction to each $\mathcal{L}_{i}$ is an additive probability measure. Axiom 4 c then takes the form:

Axiom 4d: If $A \in \bigcup \mathfrak{L}_{i}$ is not $\Theta$, there exists a state $m$ such that $m(A)=1$.

## D. Relation to the System of Mackey

It is now clear that Mackey's system is obtained by imposing further restrictions on the coherent system $\left(\mathfrak{l}_{i}\right)$.

The first is that the given partial ordering on the $\mathcal{L}_{i}$ determines a partial ordering on the union $\mathcal{L}=\bigcup \mathfrak{L}_{i}$, i.e., that the relation " $A, B \in \mathbb{L}_{i}$ for some $i$ and $A \leq B$ " is a partial ordering on $\mathbb{L}$. It is further assumed that every sequence of disjoint elements of $\mathcal{L}$ has a supremum (or, equivalently, that it is contained in some $\mathcal{L}_{i}$ ). Finally, the definition of a state is more restrictive, as it is assumed to be countably additive; this, in terms of expectation-value functionals on the bounded observables, means a condition of the
following form: If $A_{1} \geq A_{2} \geq \cdots \geq A_{n}>\cdots$ and the infimum is $\Theta$ [all $A_{i}$ in some $\mathfrak{B}(A)$ ], then $\lim m\left(A_{n}\right)=0$ as $n \rightarrow \infty$. It may be interesting to find a condition on $\mathcal{M}$ equivalent to the above assumption on the partial order of $\mathcal{L}$.

## E. Segal's System

It is not hard to verify that Segal's system is obtained from Axioms 1, 2, and 3 of Sec. I.A by further imposing:
(i) The coherent system $(\mathscr{F}(A))$ is already a vector space, i.e., the construction of $\sum \mathfrak{F}(A)$ does not produce anything outside of $\bigcup \mathscr{F}(A)$.
(ii) All observables are bounded.

It is not necessary to assume Axiom 4 because it follows from (i) that the condition of Theorem 9 is satisfied. ${ }^{8}$

## APPENDIX A: SUMS OF VECTOR SPACES

## 1. The Sum of Vector Spaces

Let $\left(V_{i}\right)_{i \in I}$ be a family of vector spaces over some scalar field $F$; we assume the zero element to be common to all (write it 0 ), while we write addition as + .

Definition 10: The family $\left(V_{i}\right)_{i \in I}$ is "coherent" if, for any choice of $i_{1}, i_{2}, \cdots, i_{n} \in I$, the set $V_{i_{1}} \cap$ $V_{i_{2}} \cap \cdots \cap V_{i_{n}}$ is a vector subspace of each $V_{i_{k}}$, and on it the various induced vector-space structures coincide.

Now consider the set $V$ of all maps $a: I \rightarrow \bigcup_{i \in I} V_{i}$, such that (i) $a(i) \in V_{i}$ and (ii) all but finitely many values are zero, and equip it with pointwise operations (i.e., consider the restricted outer direct sum of the spaces $V_{i}$ ). Let $a \sim b$ mean: There exist distinct $j, k \in I$ such that, for $i \neq j, k$,

$$
a(i)=b(i)
$$

and, for some $x \in V_{j} \cap V_{k}$,

$$
\begin{aligned}
a(j)+x & =b(j) \\
a(k)-x & =b(k)
\end{aligned}
$$

Obviously this relation is symmetric and reflexive. Its minimal extension to an equivalence relation $a \approx b$ is defined as follows: There exists a sequence $a_{0}, a_{1}, \cdots, a_{n} \in V$ such that $a=a_{0} \sim a_{1} \sim \cdots \sim$ $a_{n}=b$; call such a sequence a "chain of length $n$ joining $a$ to $b$."

[^124]Lemma 4: The relation $a \approx b$ means: $a(i)+c(i)=$ $b(i)$, where $c(i)=0$ except for finitely many $i=i_{1}$, $i_{2}, \cdots, i_{n}$, while

$$
\left(\begin{array}{c}
c\left(i_{1}\right) \\
c\left(i_{2}\right) \\
\cdot \\
\cdot \\
\cdot \\
c\left(i_{n}\right)
\end{array}\right)=M\left(\begin{array}{c}
c_{1} \\
c_{2} \\
\cdot \\
\cdot \\
\cdot \\
c_{m}
\end{array}\right)
$$

where the matrix $M$ has $n$ rows and $m$ columns ( $m<n<2 m$ ), its entries are 1,0 , or -1 , and it contains in each column exactly one 1 and one -1 .

Proof: We use induction on the length of a chain joining $a$ to $b$. For length 1 , this is true with $M=\binom{1}{-1}$. Suppose that it is true for all chains of lengths $\leq p$, and let $a_{0}, a_{1}, \cdots, a_{p+1}$ join $a$ to $b$. We then have $a(i)+c(i)=a_{p}(i)$ with $c\left(i_{k}\right)=\sum_{j=1}^{m} M_{k j} c_{j}, M$ of the required form, and $c(i)=0$ for $i \neq i_{1}, i_{2}, \cdots, i_{n}$. Since $a_{p} \sim b$, we have, for $i \neq r, s$,

$$
a_{p}(i)=b(i)
$$

and, for some $x \in V_{r} \cap V_{s}$,

$$
\begin{aligned}
& a_{p}(r)+x=b(r) \\
& a_{p}(r)-x=b(s)
\end{aligned}
$$

Then $a(i)+c(i)=b(i)$, for $i \neq r, s$ and for $a(r)+$ $c(r)+x=b(r), a(s)+c(s)-x=b(s)$, so that the matrix expressing the new $c(i)$ 's has one more column of the desired form and at most two more rows, depending upon whether or not $r$ or $s$ (or both) is equal to one of the indices $i_{1}, i_{2}, \cdots, i_{n}$. In any case, the element $x$ is added at the end of the column of the $c_{j}$. Thus the new matrix $M$ has the required form.

Remarks: (i) It is clear that, in case $M$ contains a $2 \times k$ submatrix of nonzero elements (so that the remaining elements in the corresponding columns are zero), we can replace it by a $2 \times 1$ submatrix of the form $\binom{1}{-1}$ and change the right-hand column accordingly. (ii) Since the total number of nonzero elements in $M$ is exactly $2 m$ and the number of rows is between $m$ and $2 m$, it follows that, if no row contains exactly one nonzero element, then all contain exactly two such nonzero elements. (iii) The relation $a \approx b$ involves only the spaces $V_{j}$, for which at least one $a(j)$ or $b(j)$ is not zero because the elements $c_{i}$ are in intersections of these spaces.

Lemma 5: Let $a_{1} \approx b_{1}$ and $a_{2} \approx b_{2}$; then $a_{1}+a_{2} \approx$ $b_{1}+b_{2}$.

Proof: First suppose that $a_{1} \sim b_{1}$ and $a_{2} \sim b_{2}$, so that, for some $j, k, r, s \in I$, we have, for $i \neq j, k$,

$$
a_{1}(i)=b_{1}(i)
$$

and, for some $x \in V_{j} \cap V_{k}$,

$$
\begin{aligned}
& a_{1}(j)+x=b_{1}(j) \\
& a_{1}(k)-x=b_{1}(k)
\end{aligned}
$$

and, for $i \neq r, s$,

$$
a_{2}(i)=b_{2}(i)
$$

and, for some $y \in V_{r} \cap V_{s}$,

$$
\begin{aligned}
& a_{2}(r)+y=b_{2}(r) \\
& a_{2}(s)-y=b_{2}(s)
\end{aligned}
$$

Case 1: All $j, k, r, s$ are distinct. Define an element $c \in V$ by

$$
\begin{aligned}
c(i) & =a(i) \\
c(j) & =a(j)+x \\
c(k) & =a(k)-x
\end{aligned}
$$

for $i \neq j, k$, so that $c \sim a$. Now $c(j)=b(j)$ and $c(k)=b(k)$, since $j$ and $k$ are distinct from $r$ and $s$. And

$$
\begin{aligned}
& c(r)=a_{1}(r)+a_{2}(r)=b_{1}(r)+b_{2}(r)-y \\
& c(s)=a_{1}(s)+a_{2}(s)=b_{1}(s)+b_{2}(s)-y
\end{aligned}
$$

which means that $c \sim b$. Thus $a \approx b$.
Case 2: Three indices are distinct, and suppose $k=r$. Define $c, d \in V$ by the following:
for $i \neq j, k: c(i)=a(i)$,

$$
\begin{aligned}
& c(j)=a(j)+x \\
& c(k)=a(k)-x
\end{aligned}
$$

for $i \neq k, s: d(i)=b(i)$,

$$
\begin{aligned}
d(k) & =b(k)-y \\
d(s) & =b(s)+y
\end{aligned}
$$

Then $c \sim a$ and $d \sim b$. Now, for $i \neq j, k$, $s$, we have $c(i)=d(i) ;$ also,

$$
\begin{aligned}
c(j) & =a(j)+x=a_{1}(j)+a_{2}(j)+x \\
& =b_{1}(j)+b_{2}(j)-y=d(j)-y
\end{aligned}
$$

while

$$
\begin{aligned}
c(k) & =a_{1}(k)+a_{2}(k)-x=b_{1}(k)+b_{2}(k) \\
& =d(k)+y
\end{aligned}
$$

and

$$
c(s)=a_{1}(s)+a_{2}(s)=b_{1}(s)+b_{2}(s)+y=d(s)
$$

Thus $c \sim d$ and $a \approx b$.

The case where both indices coincide is trivial. Now suppose

$$
a_{1}=a_{01} \sim a_{11} \sim \cdots \sim a_{n 1}=b_{1}
$$

and

$$
a_{2}=a_{02} \sim a_{12} \sim \cdots \sim a_{m 2}=b_{2}
$$

by repeating, if necessary, we may assume that $n=m$. Then

$$
\begin{aligned}
a_{1}+a_{2}=a_{01}+a_{02} & \approx a_{11}+a_{12} \\
& \approx \cdots \approx a_{n 1}+a_{n 2}=b_{1}+b_{2}
\end{aligned}
$$

Theorem 20: The set $V / \approx$ of equivalence classes is a vector space under the operations inherited from $V$.

Proof: By the previous lemma, addition is well defined. The relation $\lambda a \approx \lambda b$ is an immediate consequence of $a \approx b$, and the rest of the argument is standard.

Notation: We write $\sum_{i \in i} V_{i}$ for $V / \approx$. For any $a \in V$, we write either $\sum_{i \in I} a(i)$ or $A$ for the equivalence class containing $a$.

Now let $x \in V_{j}, \hat{x}$ be the map $i \rightarrow \delta_{i j} x$ and $X$ the class of the map $\hat{x}$.

Theorem 21: The map $x \rightarrow X$ is an isomorphism of $V_{j}$ into $\sum_{i \in I} V_{i}$ preserving the intersections of distinct $V_{j}$.

Proof: It is clear that this map preserves the operations. Let $X=0$, i.e., $x \approx 0$. By Lemma 4, there exists a $c \in V$ such that $c(i)=\delta_{i j} x$, where all $c(i)=0$ except for

$$
i=i_{1}, i_{2}, \cdots, i_{n} \quad \text { and } \quad c\left(i_{k}\right)=\sum_{r=1}^{m} M_{k r} c_{r}
$$

with $M$ of the form stated in the lemma. If there is a row of $M$ with one nonzero element only and if this row corresponds to the index $i_{k}=j$, then $x=0$ and we have finished; if $i_{k} \neq j$, then $c\left(i_{k}\right)=0$ and we reduce $m$ by 1 . If no row has a single nonzero element, then they all have exactly two such nonzero elements. Consider a row corresponding to $i_{k} \neq j$ : If the nonzero elements are in the columns $r, s$, then $c_{r}= \pm c_{s}$, and we can replace $c_{r}$ in the other equations by $\pm c_{s}$, thereby reducing the number of equations while retaining the form of $M$. We are thus led to the case $m=1$, i.e., $x \sim 0$; we then have $x+y=0$ and $-y=0$ for some $y$; hence $x=0$. This means that the map $x \rightarrow X$ is indeed an isomorphism. Finally, let $x \approx y$ and assume that $x, y$ are not in the same $V_{j}$, since this case is already covered. Then the same argument as above applies since the column of the
$c\left(i_{k}\right)$ contains all zeros except $x$ and $y$. Thus we check the case $x \sim y$. This means that, for some $z \in V_{j} \cap V_{k}$,

$$
\begin{aligned}
\delta_{i r} x & =\delta_{i s} y \\
\delta_{j r} x+z & =\delta_{j s} y \\
\delta_{k r} x-z & =\delta_{k s} y
\end{aligned}
$$

This gives immediately $x=y$.
Notation: We shall identify $V_{j}$ with its image under the above map, or, equivalently, call this image $V_{j}$.

## 2. Linear Functionals

Definition 11: A family of maps $f_{i}: V_{i} \rightarrow W$ (any set) is "coherent" if $f_{j}\left|V_{j} \cap V_{k}=f_{k}\right| V_{j} \cap V_{k}$, for any $j, k \in I$.

Lemma 6: There is a one-to-one correspondence between coherent families $\left(f_{i}\right)_{i \in I}$ of maps into $W$ and maps $f: \bigcup_{i \in I} V_{i} \rightarrow W$ determined by $f_{i}=f \mid V_{i}$.

Theorem 22: There is a one-to-one correspondence between coherent families of linear maps $\left(f_{i}\right)_{i \in I}$ into a vector space $W$ and linear maps $f: \sum_{i \in I} V_{i} \rightarrow W$ determined by $f_{i}=f \mid V_{i}$.

Proof: Clearly, if $f$ is linear, so is each $f_{i}$, and the family $\left(f_{i}\right)_{i \in I}$ is coherent. For the converse, suppose $a \sim b$. Since we have $a(i)=b(i)$ for $i \neq j, k$ while

$$
\begin{gathered}
a(j)+x=b(j) \text { and } a(k)-x=b(k) \\
x \in V_{j} \cap V_{k}
\end{gathered}
$$

we also have

$$
\begin{aligned}
\sum_{i \in I} f_{i}(a(i)) & =\sum_{i \neq j, k} f_{i}(a(i))+f_{j}(a(j))+f_{k}(a(k)) \\
& =\sum_{i \neq j, k} f_{i}(b(i))+f_{j}(b(j)-x)+f_{k}(b(k)+x) \\
& =\sum_{i \in I} f_{i}(b(i))-f_{j}(x)+f_{k}(x) \\
& =\sum_{i \in I} f_{i}(b(i))
\end{aligned}
$$

since $x \in V_{j} \cap V_{k c}$ and the family of maps is coherent. Thus we may define $f(A)$ as $\sum_{i \in I} f_{i}(a(i))$ for any $a \in A$, since by the use of a chain we see that the value obtained is the same. Obviously, $f$ is linear, and $f \mid V_{i}=f_{i}$.

Notation: We write $\sum_{i \in I} f_{i}$ for the linear map generated by the family $\left(f_{i}\right)_{i_{\epsilon} I}$.

## 3. Positive Linear Functionals

The scalars are now assumed to be the reals. Suppose that each $V_{i}$ contains a convex cone $C_{i}$ with vertex at the origin, and let $C$ be the convex hull of the union $\bigcup_{i \in I} C_{i}$ in $\sum_{i \in I} V_{i}$.

Lemma 7: The set $C$ is a convex cone, and $c \in C$ iff $c=\sum_{i \in I} c_{i}$, with $c_{i} \in C_{i}$.

Proof: The set $C^{\prime}=\left\{\sum_{i \in I} c_{i} \mid c_{i} \in C_{i}\right\}$ is a convex cone containing all $C_{i}$; furthermore, each element of the form $\sum_{i \in I} c_{i}$ is in $C$, since it has the form

$$
\sum_{i \in I} \lambda_{i}\left[\left(1 / \lambda_{i}\right) c_{i}\right]
$$

with $\lambda_{i}>0$ and $\sum \lambda_{i}=1$. Thus $C^{\prime}=C$.
Notation: We write $\sum_{i \in I} C_{i}$ for $C$.
Theorem 23: A functional $\sum_{i \in I} f_{i}$ is positive relative to $\sum_{i \in I} C_{i}$ iff each $f_{i}$ is positive relative to $C_{i}$.

Proof: Since

$$
\left(\sum_{i \in I} f_{i}\right)\left(\sum_{i \in I} c_{i}\right)=\sum_{i \in I} f_{i}\left(c_{i}\right)
$$

positivity of the $f_{i}$ implies that of $\sum_{i \in Y} f_{i}$. Conversely, since

$$
f_{j}=\left(\sum_{i \in I} f_{i}\right) \mid V_{j} \quad \text { and } \quad C_{j} \subseteq \sum_{i \in I} C_{i}
$$

positivity of $\sum_{i \in I} f_{i}$ implies that of $f_{j}$.
Lemma 8: Suppose that $E \in \bigcap_{i \in I} C_{i}$, and that each $C_{i}$ is radial at $E$. Then $\sum_{i \in I} C_{i}$ is also radial at $E$.

Proof: Consider any $A, a \in A$ and let $a(i)=0$ except for $i=i_{1}, i_{2}, \cdots, i_{n}$. Now $E$, as an element of $\sum_{i \in I} V_{i}$, is represented by any map $e: i \rightarrow \delta_{i j} E$ (any $j$ ). On each segment from $E$ to $a(i)$, there exists by hypothesis an element $b(i) \in V_{i}$ which is in the cone $C_{i}$. Let $B$ be the class of the map

$$
\begin{array}{ll}
b: i \rightarrow b(i), & \text { for } \quad i=i_{1}, i_{2}, \cdots, i_{n} \\
b: i \rightarrow 0, & \text { for all other } i
\end{array}
$$

Since $b(i) \in C_{i}$, we have $B \in \sum_{i \in I} C_{i}$. Let $D=$ $t E+(1-t) B$ so that $D$ is represented by the map

$$
\begin{array}{ll}
d: i \rightarrow t E+(1-t) b(i), & \text { for } i=i_{1} \\
d: i \rightarrow(1-t) b(i), & \text { for } i=i_{2}, i_{3}, \cdots, i_{n} \\
d: i \rightarrow 0, & \text { for all other } i
\end{array}
$$

Since all $d(i) \in C_{i}$, we have $D \in \sum_{i \in I} C_{i}$, which means that the cone is radial at the point $E$.

Without any restriction on the cones $C_{i}$, there may not exist coherent families of positive functionals on the family $\left(V_{i}\right)_{i \in I}$. It is clear that, in case $\sum_{i \in I} C_{i}$ has a radial point, positive nonzero functionals exist iff

$$
\sum_{i \in I} C_{i} \neq \sum_{i \in I} V_{i}
$$

(Theorem 3.2 of Ref. 6).

Theorem 24: Suppose that each $C_{i}$ is radial at

$$
E \in \bigcap_{i \in I} V_{i}
$$

and that, for each $x \in V_{i}, x \notin C_{i}$, there exists a positive functional $f$ on $V_{i}$ such that $f(x)<0$. Then the positive (relative to $C_{j}$ ) functionals on $V_{j}$ extend to positive (relative to $\sum_{i \in I} C_{i}$ ) functionals on $\sum_{i \in I} V_{i}$ iff

$$
\left(\sum_{i \in I} C_{i}\right) \cap V_{j}=C_{j}
$$

Proof: Suppose that this condition is satisfied, i.e., that the order induced on $V_{j}$ as a subspace of $\sum_{i \in I} V_{i}$ is the original order. Then any functional on $V_{j}$, positive on $C_{j}$, is also positive relative to $\sum_{i \in I} C_{i}$. Since $E \in V_{i}$ and the cone $\sum_{i \in I} C_{i}$ is radial at $E$, any such functional extends to a functional on $\sum_{i \in I} V_{i}$, positive relative to $\sum_{i \in I} C_{i}$ (Theorem 3.3 of Ref. 6). Conversely, suppose that all such functionals extend, and take $\sum_{i \in I} c(i)$ in $V_{j}$ but not in $C_{j}$; there exists a functional $f$ on $V_{j}$ which is positive and such that $f\left(\sum_{i \in I} c(i)\right)<0$. But $f$ extends to a positive functional on $\sum_{i \in I} V_{i}$ relative to $\sum_{i \in I} C_{i}$; hence

$$
f\left(\sum_{i \in I} c(i)\right) \geq 0
$$

which is a contradiction.

It is not hard to find cases where the condition in the above theorem does not hold.

## APPENDIX B: EXTENSION OF POSITIVE FUNCTIONALS

Let $C$ be a cone in a real vector space $V$ and $\leq$ the corresponding partial ordering. Assume that $V$ has a unit $I \in C$, i.e., that for each $A \in V$, there is a constant $k>0$ such that $-k I \leq A \leq k I$.

Lemma 9 (Segal): Suppose that $W$ is a subspace of $V$ containing the unit $I$ and that $f$ is a positive functional on $W$. Then, for any $x \notin W$, there exists a positive extension $g$ of $f$ to the subspace spanned by $W$ and $x$.

Proof: Let $a=\inf \{f(y) \mid x \leq y \in W\}$ and $b=$ $\sup \{f(z) \mid x \geq z \in W\}$. As $I$ is a unit and belongs to $W$, both $a$ and $b$ are finite; also, since we have $z \leq x \leq y$, we have $b \leq a$. Now choose any $c$ between $a$ and $b$, and set $g(w+\lambda x)=f(w)+\lambda c ; g$ is obviously linear on $W+\{x\}$. Suppose that we have $w+\lambda x \geq 0$. In case $\lambda>0$, we have $x \geq-(1 / \lambda) w$, and hence $f(-(1 / \lambda) w) \leq b \leq c$. In case $\lambda<0$, we have $x \leq$ $-(1 / \lambda) w$ and hence $f(-(1 / \lambda) w) \geq a \geq c$, so that in both cases, we have $f(w)+\lambda c \geq 0$, or $g(w+\lambda x) \geq 0$.

## APPENDIX C: EXISTENCE OF FUNCTIONS

The following lemma is needed for the proof of Theorem 25.

Lemma 10: Given an interval $U$, a continuous function $f$, and a continuous function $h$, with compact support $K$ such that $0 \leq h \subset f^{-1} U$, let

$$
k(y)=\sup \{h(x) \mid f(x)=y\}
$$

Then, if $a$ is on the boundary of $U$, we have $\lim k(y)=$ 0 .

Proof: Otherwise there exists a sequence $y_{n}$ converging to $a$ and a $\delta>0$ such that $k\left(y_{n}\right)>\delta$ for all $n$. Take $x_{n} \in f^{-1} y_{n}$, with $h\left(x_{n}\right)>\delta$ and a subsequence $x_{n(k)}$ converging to some $x_{0}$ (which is possible since $K$ is compact $)$. Then $h\left(x_{n(k)}\right)$ tends to $h\left(x_{0}\right)$, and $f\left(x_{n(k)}\right)$ tends to $f\left(x_{0}\right)$; this implies that $a=f\left(x_{0}\right)$ and $h\left(x_{0}\right) \geq \delta$. But $a \notin U$, hence $x_{0} \notin f^{-1} U$ (because $f$ is single-valued), and thus $h\left(x_{0}\right)=0$, which is a contradiction.

Theorem 25: Under the hypotheses of Lemma 10, there exists a continuous $g$ such that $0 \leq g \subset U$ and $g \circ f \geq h$.

Proof: Take a sequence $\epsilon_{n}$ converging to zero through positive values which are less than unity. There exists a $\delta_{1}$ such that, if $|y-a|<\delta_{1}$, then $k(y)<\epsilon_{1}$. Join the point $\left(a+\frac{1}{2} \delta_{1}, \epsilon_{1}\right)$ to the point ( $a+\delta_{1}, \mathrm{l}$ ) by a segment $s_{1}(y)$. Then, in the interval
( $a+\frac{1}{2} \delta_{1}, a+\delta_{1}$ ), we have $s_{1}(y) \geq k(y)$. There exists now a $\delta_{2}<\frac{1}{2} \delta_{1}$ such that, if $|y-a|<\delta_{2}$, then $k(y)<$ $\epsilon_{2}$. Join the point ( $a+\frac{1}{2} \delta_{2}, \epsilon_{2}$ ) to the point ( $a+\delta_{2}$, $\epsilon_{1}$ ), and the point ( $a+\delta_{2}, \epsilon_{1}$ ) to the point ( $a+\frac{1}{2} \delta_{1}, \epsilon_{1}$ ) to obtain $s_{2}(y)$, which is thus $\geq k(y)$. Proceed in this way to obtain a numerical sequence $\delta_{n}$, converging to zero, and a sequence of polygonal lines $s_{n}(y)$ over the intervals ( $a+\frac{1}{2} \delta_{n}, a+\frac{1}{2} \delta_{n-1}$ ), such that $s_{n}(y) \geq k(y)$ in each interval. Join the lines together to obtain $g(y)$ in a neighborhood of $a$. Clearly, $g$ is continuous, $g(a)=0, g\left(a+\delta_{1}\right)=1$, and $g(y) \geq k(y)$. Define $g$ similarly at the other end of $U$, and set it equal to one in between and equal to zero outside $U$.

Theorem 26: Let $K$ be a compact set on the real axis containing both positive and negative points. Then there exists a function $f$, continuous on $K$, and positive numbers $c$ and $d$, such that $-1 \leq f(x) \leq 0$ for $x \in K,-1 \in f(K)$, and $f(x)+1-d \geq c x$ for $x \in K$.

Proof (after Sherman ${ }^{8}$ ): Let $x_{1}$ and $x_{2}$ be the infimum and the supremum of $K$, so that $x_{1}<0<x_{2}$. Let $F_{1}=\left(-\infty, \frac{3}{4} x_{1}\right] \cap K$ and $F_{2}=\left[\frac{1}{2} x_{1},+\infty\right) \cap K$; these are closed and disjoint sets. Consider a function $f$, continuous on $K$, and such that $f\left|F_{2}=0, f\right| F_{1}=$ -1 and $-1 \leq f(x) \leq 0$ for $x \in K$ (Tietze's theorem), which satisfies the first two requirements. Let $d=$ $\min \left(\frac{1}{2},-x_{1} / 4 x_{2}\right)$, and take $x \in F_{2}$. Then $f(x)+$ $1-d=1-d \geq x / 2 x_{2}$ for all such $x$. For $x \notin F_{2}$, we have $f(x)+1-d \geq-1+1-d \geq x_{1} / 4 x_{2}$; but $x \in K, x \notin F_{2}$ implies $x<\frac{1}{2} x_{1}$, so that we can take $c=1 / 2 x_{2}>0$.
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