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The claim that unitary transformations in quantum mechanics correspond to the canonical trans­
formations of classical mechanics is not correct. The spectra of operators produced by unitary transforma­
tion of Cartesian coordinate and momentum operators (q, k) are necessarily continuous over the entire 
real domain of their eigenvalues. Operators with spectra which are not everywhere continuous are 
generated from (q, k) by one-sided unitary transformations U for which Ut U = 1 but for which uut 
commutes with either q or k (but not both). If uut commutes with k, the new coordinates and momenta 
(r, s) satisfy commutation relations [sm, r nl = 27TilOm,n, [sm, snl = 0, but [r m' r nl ,e 0; (r, s) are 
canonical only for one-dimensional systems. The properties of one-sided unitary transformations are 
described; they are characterized by ¢(K), the eigenvalue of uut. The one-dimensional case for which 
the one-sided unitary transformation is canonical is discussed in detail. A prescription is given for 
obtaining the operator canonically conjugate to anyone-dimensional observable. Generalization to 
higher dimensions is also discussed. 

1. INTRODUCTION 

It is generally accepted that the quantum-me­
chanical transformations corresponding to the canoni­
cal transformations of classical mechanics are unitary 
transformations.! For each canonical transformation 
from classical Cartesian coordinate and momentum 
variables (Q, K) to generalized coordinates and 
momenta (R, S), there should correspond a unitary 
transformation from the corresponding quantum 
operators (q, k) to (r, s). But it can be shown that the 
only operators (r, s) generated from (q, k) by unitary 
transformation are those with continuous spectra 
whose eigenvectors are normalizable to a delta 
function over the entire real domain of the eigenvalues. 
Since the quantum operators corresponding to classi­
cal, canonical variables often have discrete spectra 
(e.g., in the case of classical angle and action variables), 
an anomaly exists. The spectra of the operators 
(r, s) generated by unitary transformation are con­
sidered in Sec. 2. 

The transformations of (q, k), which produce 
operators (r, s) for which s (or r) has a spectrum 
that is not continuous over the entire real domain of 
its eigenvalues, are generated by operators U which 
are not unitary, but only one-sided unitary. If U t U = 
1, then UU t ¥- 1; but if UU t commutes with k, the 
spectrum of s is not everywhere continuous. The 
components of rand s satisfy the commutation rules 
for canonical operators, except that the components 
of r do not commute with each other. Accordingly, 
rand s are canonically conjugate only for one­
dimensional systems. 

The properties of one-sided unitary transformations 

1 P. A. M. Dirac, The Principles of Quantum Mechanics (Clarendon 
Press, Oxford, 1947), 3rd ed., p. 106. 

are described in Sec. 3. If uut commutes with k, then 
these properties are determined by a factor .p(K), the 
eigenvalue of UU t . 

In Sec. 4, the important one-dimensional case is 
described for which the operators (r, s) produced by 
one-sided unitary transformation are canonical. The 
case of a discrete spectrum is discussed first. A method 
is given for constructing from a discrete basis {I.u)} 
a basis {IS)} which is defined for every real value of 
S. The kets l.u) and IS) are both eigenvectors of s. 
The method takes into account the presence of 
squared delta functions which arise in the case of 
discrete spectra. The factor .p(K) is singular in this case 
and it includes the arbitrary constant introduced by 
the presence of the squares of delta functions. 2•3 It is 
shown that the eigenvalues S which differ from the 
points .u of the discrete spectrum of s are not measur­
able. The general one-dimensional case in which the 
.u basis has continuous ranges as well as discrete 
points is also discussed in Sec. 4. A prescription is 
given for obtaining canonically conjugate operators 
for one-dimensional systems starting from any given 
basis of eigenvectors. 

The generalization to higher dimensions is dis­
cussed in Sec. 5. As in the one-dimensional case, 
operators whose spectra are not everywhere continuous 
are generated only by one-sided unitary transforma­
tions. 

2. UNITARY TRANSFORMATIONS 

Consider the Hilbert space in which the eigen­
vectors of the coordinate operator q are complete. 

2 W. Giittinger, Progr. Theoret. Phys. (Kyoto) 13, 613 (1955). 
2 J. R. MacDonald and M. K. Bruchman, Rev. Mod. Phys. 28, 

393 (1956). 
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The vector q denotes the complete commuting set4 

of one-dimensional position operators for each degree 
of freedom of the system 91' q2' ... , q,. We write the 
eigenvalue equation and completeness condition 

q IQ) = Q IQ), I dQ IQ) (QI = 1, (2.1) 

where Q denotes the set of eigenvalues {Ql, Q2' ... , 
Qt} and IQ) is the simultaneous eigenvector of the set 
of operators q belonging to the eigenvalue Q. The 
Hilbert space is the tensor product of the f one­
dimensional spaces spanned by the eigenvectors of 
the components of q.5 The vector Q locates a point in 
an fdimensional configuration space. Each com­
ponent Qi ranges over the entire real domain. Simi­
larly, the momentum operator p = 27Tnk is a complete 
commuting set of component operators PI, P2' ... , 
P" for which 

k IK) = K IK), I dK IK) (KI = 1. (2.2) 

The components of the eigenvalue K = {Kl' K2 , ••• , 

Kt } range over the entire real domain. {IQ)} and 
{IK)} are orthonormal sets with delta-function 
normalization: 

(Q' I Q) = b(Q' - Q), (K' I K) = b(K' - K). 

(2.3) 

The commutation relations for canonical operators 
hold: 

[qm' qnl = [km' knl = 0, 

[km,9nl = (27Ti)-lbm.nl. (2.4) 

Accordingly, 

(Q I K) = exp (27TiQ • K), (2.5) 

so that IK) is the Fourier transform of IQ): 

IK) = I dQ exp (27TiQ • K) IQ)· (2.6) 

Consider the transformation from q, k to new 
operators r, s generated by the operator U: 

r = UtqU, s = UtkU. (2.7) 

If U is unitary, 
utU= uut = 1, (2.8) 

then rand s are Hermitian, and they are canonical 
operators since 

[rm, rn] = [sm' sn] = 0, 

[sm' r n] = (27Ti)-l bm •nl. (2.9) 

4 See Ref. I, p. 57. 
5 A. Messiah, Quantum Mechanics (John Wiley & Sons, Inc., 

New York, 1961), Vol. 1, p. 307. 

It is generally accepted that unitary transformations 
are the quantum-mechanical transformations corre­
sponding to the canonical transformations of classical 
mechanics.1 But it is easy to show that the operators 
rand s produced by unitary transformation of q, k 
necessarily have the same spectra as q, k; their eigen­
vectors are orthonormal sets with delta-function 
normalization for all values of their eigenvalues in the 
real domain. According to (2.1) and (2.7), 

rut IQ) = Utq IQ) = QUt IQ), (2.10) 

so that U t IQ) is an eigenket of r belonging to Q. 
Define the ket 

IR) = Ut IQ)Q=R' (2.11) 

IQ)Q=R is the eigenket of q belonging to the eigen­
value Q = R. Then 

r IR) = Utq IQ)Q=R = RUt IQ)O=R = R IR), (2.12) 

so that IR) is the eigenket of r belonging to eigenvalue 
R. Similarly, 

IS) = Ut IK)K=S' siS) = SIS). (2.13) 

From (2.11) and (2.13), 

U
t 

= I dR IR)(QIQ=R = I dS IS) (KIK=S . (2.14) 

The sets {IR)} and {IS)} are complete, since 

I dR IR) (RI = utI dR IQ)Q=R (QIO=R U 

= utI dQ IQ)(QI u = 1. (2.15) 

They are also orthonormal sets with delta-function 
normalization, i.e., 

(R' I R) = (QIO=R' U ut 
IQ)O=R 

= (Q IO=R' Q)O=R = b(R' - R). (2.16) 
Similarly, 

I dS IS) (SI = 1, (S' I S) = b(S' - S). (2.17) 

From (2.12), (2.13), and the completeness of {lR)} 
and {IS)}, we have 

r = J dR IR) R (RI, S = J dS IS) S (SI· (2.18) 

The Fourier transform relation (2.5) is invariant to the 
unitary transformation, 

(R I S) = (Q IO=R K)K=S = exp (27TiR. S), (2.19) 

so that 

IS) = f dR exp (27TiR • S) IR). (2.20) 
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Since the operators rand s, resulting from the unitary 
transformation (2.7), have continuous spectra over the 
entire real domain with delta-function normalization 
of their eigenvectors, unitary transformations cannot 
generate canonical operators with discrete or non­
continuous spectra. It will be shown that operators 
with noncontinuous spectra are generated by one­
sided unitary transformations. 

As an example of a unitary transformation to 
illustrate the preceding formalism, consider the case 

ut = I dQI dQ' exp (21TiQ'· Q) IQ')(QI, (2.21) 

where (2.8) is satisfied. Define 

IK) = Ut IQ)O=K = I dQ exp (21TiQ • K) IQ)· 

Then 

Since 

UtqU = utI dQ IQ) Q (QI u 

= I dKU
t 

IQ)O=K K (QIO=K U 

= I dK IK) K (KI = k. 

utut = f dQ IQ)(-QI, uu = f dQ I-Q)(QI, 

we have, therefore, 

UtkU = ututqUU = ututI dQ IQ) Q (QI uu 

= f dQ I-Q) Q (-QI = -q. 

This unitary transformation corresponds to the 
classical canonical transformation which inter­
changes coordinate and momentum variables. 6 The 
correspondence between infinitesimal unitary trans­
formations for which U = 1 + iEF, where E is an 
infinitesimal number and F is a Hermitian operator, 
and infinitesimal classical canonical transformations 
is well known. l 

3. ONE-SIDED UNITARY TRANSFORMATION 

Consider the operator U for which 

UtU= 1, but UUt=;f 1. (3.1) 

Let us see under what conditions the canonical 
commutation relations (2.9) can be obtained for the 

• H. Goldstein, Classical Mechanics (Addison-Wesley Pub!. Co., 
Inc., Reading, Mass., 1950), p. 245. 

Hermitian operators r, s defined by (2.7). From (2.4) 
and (3.1), 

Ut[km' qn]U = UtUUtkmqnU - UtqnkmUUtU 

= (21Ti)- l om.n1. 

If we require that uut commute with k (but not with 
q), 

[uut, k] = 0, (3.2) 

then [sm, r n] = (21Ti)-lom.n1. It also follows from 
(3.2) that [sm, sn] = O. But in general [r m' r n] =;f 0, 
since 

rmrn = UtqmUUtqnU (3.3) 

and uut does not commute with q. For a one-dimen­
sional system, the one-sided unitary transformation 
satisfying (3.2) is canonical; for higher dimensions, the 
components of the new coordinate operator r do not 
commute with each other. If uut commutes with q 
(but not with k), it is the components of the new 
momentum operator s which do not commute; mutatis 
mutandis, discussion of this case would present nothing 
new. Note that if uut commutes with both q and k, 
then uut = 1; this is the unitary case already con­
sidered. Since it will be shown that the transformations 
of (q, k) which generate operators (r, s), where s 
(or r) has a noncontinuous spectrum, are one-sided 
unitary transformations in which uut commutes with 
k (or q), their properties are now considered. 

Define the kets IR) and IS) as in (2.11) and (2.13). 
Then, just as in (2.15) and (2.17), the sets are com­
plete, according to (3.1). Also, as in (2.18), 

r = utf dQ IQ) Q (QI u 
= U

t f dR IQ)O=R R (QIO=R U 

= I dR IR) R (RI, 

s = f dS IS) S (SI. (3.4) 

Since UU t commutes with k, it can be written in 
diagonal form as 

uut = f dK IK) </>(K) (KI, </>(K) = Tr [Uut IK)(KJ], 

(3.5) 

where </>(K) is the eigenvalue of UUt to which the 
ket IK) belongs: 

uut IK) = </>(K) IK). (3.6) 
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Since uut is Hermitian, cp(K) is real. If we define 

cp(S) = [CP(K»)K=S' (3.7) 
then 

cp(S) IS) = CP(K)K=SUt IK)K=S = Ut [cp(K)IK)lK=s 

= utuut IK)K=S = Ut IK)K=S = IS). (3.8) 

Also IS) is an eigenket of s since, according to (3.2), 

siS) = UtkU· Ut IK)K=s = Utk IK)K=S 

= sut IK)K=S = SIS). (3.9) 

The eigenvectors of the Hermitian operator s are 
orthogonal but without delta-function normalization, 
since 

(S'I S) = (KIK=s' uut IK)K=S = cp(S)o(S' - S). 

(3.10) 

Note that if cp(S) = 1 for all S, then uut = 1. This is 

it follows that 

r IR) = CP(2
i
7T a~)R IR), IR) = cp(L a~) IR). 

(3.16) 

The Fourier transform relations are preserved. Thus, 

IS) = U
t 

IK)K=S = utf dQ IQ) (Q I K)K=S 

= Ut f dQ IQ) exp (27TiQ • S) 

= I dR exp (27TiR . s)Ut IQ)Q=R 

= I dR exp (27TiR • S) IR). (3.17) 

Similarly, 

the unitary case with delta-function normalization 
excluded in (3.1). On the other hand, the kets IR) are But 
not eigenkets of the Hermitian operator r, since 

IR) = I dS exp (-27TiR· S) IS). (3.18) 

(3.11) 

and uut does not commute with q. The kets IR) are 
not orthogonal; instead, according to (2.5), 

(R' I R) = (QIQ=R' U Ut 
IQ)Q=R 

= f dKcp(K) (QIQ=R' IK) (K I Q)Q=R 

(R I S) = (QIQ=RUU t IK)K=S = cp(S)exp (27TiR·S). 

(3.19) 

According to (3.9), any function I(s) can be written 
in diagonal form 

f(s) = f dS IS)f(S) (SI· (3.20) 

Since 

(RI I(s) IS) = I(S)(R I S) = cp(S)/(S) exp (27TiR . S), 
= I dKcp(K) exp [27riK . (R' - R») 

= f dScp(S) exp [27TiS • (R' - R)]. (3.12) according to (3.8) and (3.18), we have 

Orthogonality is destroyed unless cp(S) = 1 for all S. 
From (3.4) and (3.12), we have 

r IR) = J dR' IR') R'(R' I R) 

= I dR'R' IR') I dScp(S) exp [27TiS . (R' - R)], 

(3.13) 

IR) = f dR' IR') (R' I R) 

= f dR' IR') f dScp(S) exp [27TiS . (R' - R»). 

(3.14) 

Since (3.12) can be written as 

(R'I R) = cp(L O~)O(RI - R), (3.15) 

f(s) = I dR f dS IR) cp(S)f(S) exp (27TiR • S) (SI 

= f dR IR) f (27Ti)~1 o~) f dS ,SI exp (2rriR . S) 

= f dR IR)/(C27Titl a~) (RI· (3.21) 

Consider the unitary operator exp (27Ti(3 • s) where 
~ is a real constant: 

exp (27Ti(3 • s) = f dS IS) exp (2rri(3 . S) (SI 

= f dR IR) exp (~ • a~) (RI 

= f dR IR) (R + (31. (3.22) 
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Accordingly, exp (277'i~· s) is a displacement operator 
for the set {IR>}: 

exp (277'i~ • s) IR) 

= J dS IS) exp [-277'iS· (R - ~)1 = IR - ~). 
(3.23) 

From (3.13), (3.17), and (3.19), 

r IR) =JdS4>(S) exp (-277'iR • S)(277'i)-1 ~ as 

x J dR' exp (277'iR' • S) IR') 

=JdS<S I R)(277'i)-1 ~ IS), 
as 

r = J dS( (277'ir
1 
:S IS») (SI 

= [dS IS) ~ ~ (SI. (3.24) 
• 277' as 

As shown in (3.3), the components of r do not com­
mute; from (3.24), 

rlnt" =JdS IS) (~ ".l a ) 4>(S)(~ ~) (SI, (3.25) 
277' uS", 277' as" 

so that commutivity occurs for the unitary case, 
4>(S) = 1 for all S. For integral m, we can write 

(27ri~ • r)1n = J dS IS) ( -4>(S)~· :S) (SI, 

so that the unitary operator exp (277'i~ • r) becomes 

exp (27ri~ • r) = J dS IS) exp ( - 4>(S)~ . :S) (SI, 

(3.26) 

which is not a displacement operator for the set 
{IS)}. But consider the class of operators g defined by 

g = J dR IR) g(R) (RI· (3.27) 

If g(R) is real, then g is Hermitian. The operator r 
itself is a g operator according to (3.4), but the oper­
ator g should not be confused with g(r). Now 

g IS) = J dR IR) g(R)4>(S) exp (277'iR • S) 

= 4>(S)g (277'i)-1 :S) IS), 

g = JdS{g(277'i)-1 :S) IS)} (SI 

=JdS IS) g(~ ~) (SI· (3.28) 
277'oS 

A displacement operator can be obtained as the g 
operator: 

v\~) = J dR IR) exp (277'i~· R) (RI 

= J dS IS) exp ( -~. o~) (SI 

=J dS IS)(S - ~I, 

vt(~) IS) = J dS' IS')(S' - ~ I S) 

= J dS' IS') b(S' - ~ - S)4>(S) 

(3.29) 

= 4>(S) IS + ~). (3.30) 

In general, v(~) is not unitary unless 4>(S) = 1 for all 
S, since 

v tc~)v(~) = J dS IS) 4>(S - ~) (SI, 

v(~)vt(~) = f dS IS) 4>(S + ~) (SI. (3.31) 

Note from (3.23) and (3.30) that 

exp (27ri~· s)r exp (-277'i~ • s) 

= J dR IR - ~) R (R - ~I = r + ~1, (3.32) 

v(~)svt(~) = f dS IS - ~) 4>(S)S (S - ~I 

= J dS IS) 4>(S + ~)(S + ~) (SI· (3.33) 

The properties of the one-sided unitary transforma­
tions satisfying (3.2) are controlled by the ubiquitous 
factor 4>(S). If 4>(S) depends on Planck's constant in 
such a way that as Ii -+ 0, 4>(S) -+ 1 for all S, then the 
same classical limit would be obtained whether r, s are 
generated from q, k by unitary transformation or by 
one-sided unitary transformations satisfying (3.2). 

4. THE ONE-DIMENSIONAL CASE 

In Sec. 2 it was shown that unitary transformation 
of the coordinate and momentum operators cannot 
generate operators whose spectra are discrete or not 
continuous on the entire real domain. For a one­
dimensional system, the one-sided unitary transforma­
tion satisfying (3.2) is canonical, as shown in Sec. 3. 
In this section we show that for one-dimensional 
systems, operators with discrete spectra or spectra 
which are not continuous over the entire real domain 
can be generated by such canonical, one-sided, 
unitary transformations. 
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In the one-dimensional space spanned by the eigen­
vectors of position operator q and momentum oper­
ator p = 21Tlik, consider the transformation from the 
basis of eigenkets IK) of k to a basis ofkets 1ft) specified 
by a parameter ft which takes on discrete values on the 
real axis (discrete spectrum). The set {1ft)} is assumed 
complete, and orthonormal with Kronecker-delta 
normalization, so that 

axis, to the ft basis, where ,u is a discrete spectrum of 
points on the real axis, is a canonical one-sided unitary 
transformation for which UU t commutes with k but 
not with q. It is characterized by the factor c/>(K) 
which, according to (3.5) and (4.8), is 

c/>(K) = €~,uo(K - ft)· 

Equations (4.5) and (4.7) are equivalent to 

(4.9) 

(4.1) €J dKo(K - ft)t5(K - ft') 

Note that the ft basis is nondegenerate, since, by 
definition, for a one-dimensional system the set 
{1ft)} must be a complete commuting set.4 If, for 
example, an eigenvalue were doubly degenerate, two 
indices ftl and ft2 would be required to specify a 
complete commuting set; the system would be two­
dimensional. 

The transformation operator U is specified by 

(4.2) 

or 

ut = Elf dKL-"o(K - ft) /ft> (K/. (4.3) 

The real constant € will be chosen so that the con-
dition 

(4.4) 

is satisfied. Thus, 

utu = €J dK~"L-".o(K - ft)o(K - ft') 1ft> <ft'l 

= €f dK~,u~I,·o",,u.[O(K - ft)]2/ ft><O'/, (4.5) 

since o(K - ft)o(K - l) = 0 if l ¥: ft. It has been 
shown by use of distribution theory2.3 that 

roCK - ft)]2 = €'o(K - ft), (4.6) 

where €' is a finite constant. Choose €' = Cl. Then, 

from (4.1), 

Ut U = €€J dK~"O(K - ,u) 1ft) (ftl = ~Il 1ft) (ft/ = 1. 

(4.7) 
On the other hand, 

uut = Ef dK f dK''l:."O(K - ,u)o(K' - ft) IK')(K/ 

= ef dK /K)L-"O(K - ft) (K/ = ez,,uO(k - ft)· 

(4.8) 

Accordingly, the transformation from the K basis, 
where K is a continuous spectrum on the entire real 

when ,u and ft' assume discrete values. The validity of 
this equation permits interpretation of the undeter­
mined constant E as arising from the indefinite limit of 
integration in the following equation: 

€o(K - ft)o(K - ,u') 

f ["'+i< 
= dKo(K - fl) ),u'-!< dxtJ(K - x), (4.11) 

where € lies in the range 0 < !€ < 1ft' - ftl, for 
fl' ¥: fl· From (4.11), 

€f dKo(K - ft)o(K - ft') 

=JdKO(K - ,u) [Il'+h dxo(K - x) 
)1"-1< 

1I"+i< 
= dxo(x - ft) = 01".1" 

"'-i< 

in agreement with (4.10), where € is restricted by the 
smallest separation between points of the discrete 
spectrum. In the continuum, € ~ 0 so that 

€f dKo(K - ft)O(K - ft') 

1
,u'+h 

= dxo(x - ft) ~ o(ft' - ft)· 
,u'-i< 

In this limit, for all K, 

c/>(K) = eL-I'0(K - fl) ~ 1, so that UUt ~ 1; 

(4.12) 
the transformation becomes unitary. 

Using the one-sided unitary operator U defined by 
(4.3), define the kets IS) and IR), as in (2.11) and 
(2.13): 

IS) = U t IK)K=s = €i~"o(S - ft) 1ft), 

IR) = Ut IQ)Q=R = E1'l:.11 exp (-21TiftR) l,u). (4.13) 
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The sets {IS)} and {IR)} are complete in accordance 
with the discussion in Sec. 3. From (3.10) and (3.12), 

(S'I S) = c/>(S)tJ(S' - S) = e~"tJ(S - fl)tJ(S - S'), 

(R'I R) = f dSc/>(S) exp [217iS(R' - R)] 

= e~" exp [27Tifl(R' - R)]. (4.14) 

It may be noted that, in agreement with (4.10), 

(fl' I,l) = f dR(fl' I R) (R I fl) 

= ef dR exp [217iR(fl - fl')] = tJ".",. (4.15) 

The Hermitian operators rand s become 

r = f dR IR) R (RI 

= e~I.~"J dRR exp [217iR(fl' - fl)] Ifl)(fl'l, (4.16) 

S = f ciS IS) S (SI 

= e~"~,,J dSStJ(S - fl)tJ(S - fl') Ifl)(fl'l 

=~"Ifl)fl(fll. (4.17) 

The operator s has the discrete spectrum fl, but also 
has the spectrum S which is defined on the entire real 
axis: 

defined in (3.29); (3.30) becomes 

vt(fJ) IS) = c/>(S) IS + fJ) = e~"tJ(S - fl) IS + fJ) 

= e!~"~,,,tJ(S - fl)b(S + fJ - fl') Ifl') 

= e~~"~Il,bll·.Il+fltJ(S + fJ - fl') Ifl')· (4.20) 

The displacement operator v t (fJ) can also be applied 
to a ket Ifl) of the discrete spectrum: 

vt(fJ) Ifl) = f dSvt(fJ) IS)(S I fl) = ~1l,bll'.Il+fllfl'>' 
(4.21) 

which equals Ifl + fJ) if fl + fJ belongs to the set 
{fl} and vanishes otherwise. 

The question arises whether the eigenvalues of s in 
the spectrum S are measurable. The answer is negative 
unless S is one of the points in the discrete set fl. Let 
pes) be a density operator which commutes with s 
so that it represents a mixture of eigenstates of s. 
Since pes) is diagonal both in the S representation and 
in the fl representation, 

pes) = f dS IS) peS) (SI =~" I,l) P(fl) (fll, (4.22) 

where peS) and P(fl) must be nonnegative. Now, 

Tr pes) = f clSp(S) Tr IS) (SI = f dSP(S)c/>(S) 

= ef dSp(S)~Jlb(S - fl), (4.23) 

s Ifl) = ~Jl' Ifl') fl' (fl' I fl) = fllfl), 

siS) = e!~Jlb(S - fl)s Ifl) 

(4.18) Tr pes) = ~IlP(fl)' (4.24) 

In order to satisfy the normalization condition 

= e!~lLb(S - fl)fllfl) Tr pes) = 1 (4.25) 
= el~Jlb(S - fl)S Ifl) = SIS). (4.19) for both (4.23) and (4.24), it is necessary that 

For every Hermitian operator s which has an ortho­
normal set of eigenkets Ifl) belonging to a discrete 
spectrum of eigenvalues fl, a complete set of eigenkets 
IS) can be constructed which is defined for every 
eigenvalue S on the real axis. However, the kets IS) 
are not normalized to a delta function but are normal­
ized according to (4.14); the norm of IS) vanishes 
unless S is one of the discrete points of {fl}; only 
when c/>(S) = 1 for all S is the normalization to a 
delta function for all S. 

The operators rand s in (4.16) and (4.17) are canon­
ically conjugate with [s, r] = (2170-11. The kets IR) 
and IS) are Fourier transforms in accordance with 
(3.17) for the one-dimensional case. From (3.22) and 
(3.26) the unitary operator exp (217ifJs) is a displace­
ment operator, but exp (217ifJr) is not. The displace­
ment operator for the set {IS)} is vt(fJ), which is 

peS) = ~Jlb(S - fl)P(fl). (4.26) 

The expectation of s in the state specified by pes) is, 
accordingly, 

Tr [speS)] = f dSp(S) Tr [05 IS) (SI] 

= f dSSp(S)c/>(S) 

= ~llflP(fl). (4.27) 

The probability density peS) vanishes for S ¥ fl; 
only the eigenvalues fl of the discrete spectrum are 
measurable in the state pes) with probability weights 
P(fl)· 

If the one-dimensional basis of (4.1), in addition to 
the discrete set of kets {Ifl)}, has a continuous range of 
kets {Iv)} in the interval IX < 'YJ < fJ, then, in place of 
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(4.1), the completeness condition becomes 

~Il l,u) (,ul + fJ dv Iv) (vi = 1, 

with orthogonality conditions 

for every real value of Sand R. {IS)} and {IR)} are 
complete sets. The operators r, s defined according to 

(4.28) (2.7) are canonical for the one-dimensional case. The 
operator s has the set of eigenkets {I,u), Iv)} of (4.28), 

(,u' I ,u) = 01l"Il' (v I ,u) = 0, (Vi I v) = o(v' - v). 

(4.29) 

(Several continuous ranges could occur, but we 
illustrate the method by allowing only one.) The 
transformation operator U is defined, as in (4.2), by 

Ut IK) = E!~JJb(K - ,u) l,u) 

+ I dv8(v; IX, ~)o(K - v) Iv), (4.30) 

where ()(v; IX, ~) is a step function equal to unity for 
IX < V < ~, vanishing for v < IX or v > ~. Again, E is 
chosen so that UtU = 1, i.e., 

U
t 
U = I dK{ Ei~llb(K - ,u) l,u) 

+ I dv()(v; IX, ~)()(K - v) 11')} 

X {E!~Il'()( K - pi) (pi I 

+ I dv'8(v' ; IX, ~)b(K - Vi) (vii} 

= ~Il Lu) (pi + I dv8(v; IX, ~) Iv) (vi = 1, (4.31) 

when E is specified as in (4.7) so that (4.10) is valid. 
But 

uut = J dK IK) {E~Il()(K - ,u) 

+ J dv8(v; IX, ~)()(K - V)} (KI 

= E~JJb(k - ,u) + J dv8(v; IX, ~)o(k - v). (4.32) 

Again, U is a one-sided unitary operator, and uut 
commutes with k. 

1>(K) = E~IlO(K - ,u) + ()(K; IX, (3). (4.33) 

Using the operator U defined by (4.30), define the 
kets IS) and IR) as 

IS) = Ut IK)K=s = Ei~IlO(S -,u) l,u) 

+ J dve(v; IX, (J)o(S - v) Iv), 

IR) = U t IQ)Q=R = E!~JJ exp (-271i,uR) l,u) 

+ J dve(v; IX, (3) exp (-271ivR) Iv), (4.34) 

i.e., 
s l,u) = ,u l,u), s Iv) =)llv), 

but also the set {IS)}, 

siS) = SIS), 

(4.35) 

(4.36) 

just as in (4.18) and (4.19). If 1>(S) = I for all S, then 
uut = I so that U is unitary. Equation (4.33) shows 
that 1>(S) = I when S is in the range IX < S < ~ of the 
continuous spectrum. In the general case of several 
continuous ranges, additional terms like 8(K; IX, ~) 

would appear in (4.33), one for each continuous 
range. U is unitary when the continuous range extends 
over the entire real domain. 

From the discussion of this section a general 
prescription can be given for obtaining canonically 
conjugate operators for one-dimensional systems. If, 
for any quantum observable, the solution of its eigen­
value problem yields the set of orthonormal eigen­
vectors {I,u), Iv)}, or if a basis of such vectors is 
given as in (4.28) and (4.29), construct the set {IS)} 
according to (4.34). The set {IR)} can be obtained 
by Fourier inversion according to (3.18). The canonical 
operators rand s are then defined by 

r = J dR IR) R (RI, s = J dS IS) S (SI. 

The properties of these operators are determined by 
1>(S) as in (4.33). 

5. GENERALIZATION TO HIGHER DIMENSIONS 

The number of dimensions of a system is the number 
of operators required to constitute a complete com­
muting set. The concept of a complete commuting set 
of observables has been discussed by Dirac.1 To each 
set of eigenvalues {Ql' Q2' ... , Qj} = Q of the com-
plete commuting set {Ql' Q2, ... ,qj} = q corresponds 
one and only one eigenvector I Ql, Q2' ... , Q,) = 
IQ). The dimensionality of the system isf In (2.1) and 
(2.2) the vectors Q and K locate points in an f­
dimensional configuration space and an f-dimensional 
momentum space, respectively; the pair (Q, K) 
specifies a point in the 2fdimensional phase space. 
The transformations (2.7) when U is unitary do not 
affect the dimensionality of the space. The operators 
rand shave f components, an~ for each value of R 
and 8 the eigenvectors IR) = IR1 , R2 , ••• ,Rf ) and 
18) = lSI, S2, ... , Sf) are simultaneous eigenvectors 
for the f components of rand s, respectively. Bu.t the 
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spectra of rand s when U is unitary are continuous 
with delta-function normalization on the entire real 
domain of Rand S. Noncontinuous (discrete) spectra 
of s (or r) require U to be one-sided unitary, with 
UfU = 1 and uut commuting with k (or q). In this 
case the / components of s are a complete commuting 
set of observables, with simultaneous eigenvectors 
IS) (not, however, normalized to a delta function for 
all S), but the / components of r = UtqU do not 
commute with each other and IR) = Ut IQ) is not 
their eigenvector. 

The generalization to higher dimensions of the 
discussion in Sec. 4 of the one-dimensional case with 
noncontinuous spectrum is straightforward, though 
notationally involved. Consider an fdimensional 
basis vector 1M}, M 2 , ••• ,Mf ). Each parameter M; 
may assume discrete or continuous values. For 
simplicity allow only one continuous range for each 
Mi' Then, with the notation M; = f-ti when f-ti is 
discrete and Mi = Vi when Vi is in the continuous 
range IX; < Vi < Pi' there are/2 kinds ofkets 1M}, ... , 
M f ), since each Mi can be a f-ti or a Vi' Take the case 
/=2; the four kets are 1f-t},f-t2), If-tl,v2 ), IV1 ,f-t2), 
lVI, v2 ). These kets are complete and orthonormal: 

~1'11:1'21,ul' ,u2) (,ul, ,u21 

+ 1:I'J dV2 l,ul , v2) (,ul , v21 

+ 1:1'2J dVl lVI' ,u2) (VI' ,u21 

+ J dvlJ dv2 lvl , V2)(Vl , v21 = 1, (5.1) 

<,u{ , ,u~ , ,ul ,,u2) = 151'1'.1'115"2'.1'2' 
(v{, V~ , VI' V2) = b(vi - v})b(v; - v2), 

(,ui, V; l,ul, V2) = r'J1'1·.1'1b(v; - V2), 

(v{,,u~ , VI' ,u2) = b(v{ - V1)r'J1'2·.1'2' 

(5.2) 

Scalar products of all other combinations vanish. 
For the case / = 2, construct the ket lSI, S2) 

defined for all real values of SI, S2 as 

lSI, S2) = €1:1'11:1'2b(Sl - ,u1)b(S2 - ,u2) 1,u1, ,u2) 

+ €t1:I'J dv2(J(V2; 1X2' (32) 

X (J(SI - ,u1)(J(S2 - V2) I,uI, V2) 

+ €t1:1'2J dv1(J(V1; lXI' (31) 

X b(SI - Vl)b(S2 - V2) lVI' ,u2) 

+ J dvlJ dvlj(v1 ; lXI' Pl)(J(V2 ; 1X2, 132) 

X (J(Sl - V1)r'J(S2 - V2) lVI' v2). (5.3) 

The analogous ket lSI, ... , Sf) would have f2 terms on 
the right-hand side. The transformation operator U 
is given by 

lSI, ... , S,) = IS) = Ut IK)K=s' (5.4) 

This is the generalization of (4.34). Again € is chosen 
according to (4.7) and (4.10) so that 

UfU = J dS IS)(SI = 1. (5.5) 

But uut is an operator which commutes with k. The 
important point is that U is a one-sided unitary oper­
ator of the type considered in Sec. 3. Only if the basis 
IMl , M 2 , ••• , Mf ) is continuous with delta-function 
normalization over the whole real domain of {M1 , 

M 2 , ••• , M f } is U unitary. The Hermitian operators 
r, s defined by (2.7) satisfy the commutation relations 
on their components: 

[sm, rn] = (21Ti)-1(Jm.n1, [sm' sn] = 0; 

but, in general, [rm, rn] :;6 0 for m:;6 n. The kets IS) 
in (5.4) are simultaneous eigenkets for the / compo­
nents ofs, as are the kets IM1 , M 2 ,"', Mf ). When 
the M basis is not continuous, {IM1 ,'" ,Mf)} is a 
set of eigenvectors for an observable s, but that ob­
servable cannot be generated by unitary transforma­
tion of coordinate and momentum operators. 
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An&le and action o~erators (w, O. for the simple harmonic oscillator are treated as resulting from a 
canOnIcal transformatIOn of coord mate and momentum operators (q, k) generated by a one-sided 
unitary operator U such that ut U = 1 and UVt commutes with k but not with q. From the discrete 
spectr~m of the number operator n, eigenvectors 11J) are constructed for every real value of 1'/; the set 
{11'/)} IS complete and orthogonal. Another complete set {IW)} is.obtained, consisting of the Fourier 
transforms of the kets in the set {\1J)}. The angle operator is w = UtqU = J dWI W) W (WI. The set {I W)} 
is not orthogonal; I W) is not an eigenvector of w. If v is defined as J dW I W) exp ( - hi W) (W /, then 
the creation and destruction operators are given by a = vn!, at = ntvt . v is a one-sided unitary operator 
s~ch that vvt = I, but vtv = 1 - /0) (0/, where 10) is the ground state of the oscillator; v and vt are 
SImIlar to the operators E_ and E+ of Carruthers and Nieto. The Weyl transforms of wand 
.i = 2'".h(n + !I) are the classical angle and acti01l: variables of the oscillator. The Weyl transform is formu­
lated In terms of the coherent states of the OSCIllator. A time operator canonical to the Hamiltonian is 
defined as t = 21rw/w (w/21r = frequency). The observables for the oscillator are also given in the 
Heisenberg picture and their classical limits are considered. 

1. INTRODUCTION 

In the preceding paper ,1 it is shown that quantum 
observables, with spectra which are not continuous 
over the entire real domain, are generated by 
one-sided unitary transformation of the Cartesian co­
ordinate or momentum operators. For one-dimen­
sional systems such transformations are canonical. 
In this paper, the formalism is applied to the case of 
the simple harmonic oscillator. In addition to 
providing an example of the formalism, the problem 
of the oscillator is of interest in itself. Susskind and 
Glogower2 have shown that the expression for the 
destruction operator a, as given by Dirac,3 in terms 
of the Hermitian angle operator wand number 
operator n, in the form 

a = vn! (1.1) 

with 
v = exp (-27Tiw) , (1.2) 

cannot be correct. It can be shown that v in (1.1) 
annihilates the ground state of the oscillator so that 

(01 vtv 10) = 0, (1.3) 

where 10) represents the ground state, in contradiction 
to the unitarity of v in (1.2). A review of angle variables 
in quantum mechanics by Carruthers and Nieto has 
recently appeared4 in which problems associated with 

1 B. Leaf, J. Math. Phys. 10, 1971 (1969). 
• L. Susskind and J. Glogower, Physics 1,49 (1964). 
• P. A. M. Dirac, Proc. Roy. Soc. (London), Ser. A, 114, 243 

(1927). 
• P. Carruthers and M. M. Nieto, Rev. Mod. Phys. 40,411 (1968). 

the oscillator are considered. Susskind and Glogower 
deny the existence of an angle operator for the 
oscillator. Carruthers and Nieto develop properties 
of operators C and S which are Hermitian analogs of 
the classical functions cos 1> and sin 1> of the angle 
variable. 

Basically, the difficulties of the oscillator problem 
stem from the discreteness of the spectrum of the 
Hamiltonian and number operators. Because of this 
discreteness, the operator U which generates the 
canonical transformation to the Hermitian angle and 
number operators (w, n) from the coordinate and 
momentum operators (q, k) according to 

w = utqU, n = UtkU (1.4) 

is a one-sided unitary operator such that uut com­
mutes with k but not with q.1 The operator w is 
Hermitian and can be written in diagonal form in 
the complete set of kets {I W)}: 

w = J dW IW) W (WI. (1.5) 

However, I W) is not an eigenket of w. The set {I W)} 
is not orthogonal. Properties of nand wand their 
spectra are considered in Sec. 2. 

In Sec. 3, the displacement operator for the spectra 
of wand n are considered. In particular, the lowering 
operator for the spectrum of n is 

v = f dW I W) exp (-27TiW) (WI· (1.6) 

If IN) is an eigenket of the discrete spectrum of n, 

1980 
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then it is shown that 

vt IN) = IN + 1); v IN) = IN - 1) for N> 0, 

v 10) = O. (1.7) 

But v is not unitary. Since 

'" vvt = 1, but vt v = LIN) (NI, (1.8) 
N=l 

v and vt are similar to the operators E_ and E+, 
respectively, given in Sec. 5 of the Carruthers and 
Nieto paper.' In fact, from (3.16) shown below, it 
follows that the choices 

C = tev + vt ), S = ;i (v - vt ), (1.9) 

satisfy the commutation relation 

[C, n] = is, IS, n] = -iC, (1.10) 

from which the properties of the operators C and S 
are developed. 

The expression for v in (1.6) rather than that in 
(1.2) is correct. It is shown in Sec. 4 that with v given 
by (1.6), the creation and destruction operators 
(at, a) are 

The relationship of the operators of the oscillator 
to the classical dynamical variables is examined in 
Sec. 5. The Weyl transforms5 of the operators j = 
21TIi(n + !) and ware the classical action and angle 
variables, respectively. A formulation of the Weyl 
transform in terms of the coherent states of the 
oscillator6 is also given in Sec. 5. 

In Sec. 6, a time operator for the oscillator is 
defined as t = 211W/W, where W/21T is the frequency. 
It is the operator canonically conjugate to the Hamil­
tonian. Expressions in the Heisenberg picture are 
given for wand t. The Weyl transform of the Heisen­
berg time operator is the same as the physical time 
measured by the increase in phase of the oscillator. 
It is an internal property of the oscillator. 7 

2. NUMBER AND PHASE (ACTION AND ANGLE) 
OPERATORS 

The Hamiltonian for a simple harmonic oscillator, 
with coordinate q and momentum p = 21Tlik, is 

6 B. Leaf, J. Math. Phys. 9, 65 and 769 (1968). 
• R. S. Glauber, "Photon Statistics," in Fundamental Problems in 

Statistical MechaniCS, E. G. D. Cohen, Ed. (John Wiley & Sons, Inc., 
New York. 1968). p. 155. 

7 Y. Aharanov and D. Bohm, Phys. Rev. 1l2, 1649 (1961). 

m = mass, w/21T = frequency. It can also be written 

H = liw(n + il) = jW/21T, (2.2) 

where n is the number operator and j is the action 
operator. The angle or phase operator w canonically 
conjugate to j and 21Tlin must satisfy the commutation 
relation 

[w,j] = iii! or [w, n] = il/21T. (2.3) 

The eigenvalue problem for n, 

n IN) = NIN), (2.4) 

has a solution with a discrete spectrum, 

IN) = (b/1Ti 2NN!)if dQh.vCbQ) exp (_lb2Q2) IQ), 

(2.5) 

for integral N = 0, I, 2, .... The kets I Q) are eigen­
vectors of the position operator q; b = (mw/Ii)! 
is a constant with dimensions (length)-l, and hN is 
the Hermite polynomial of order N. The N-basis is 
complete and orthonormal with Kronecker-delta 
normalization: 

LN IN) (NI = 1, (N ' I N) = ~.V'.N' (2.6) 

Construct the ket 

11) = €!LN~(1) - N) IN) (2.7) 

for every real number 1). Then 

n 11) = €tLN~(1} - N)N IN) = 'YJ 11}), (2.8) 

so that I'YJ) is an eigenket of n belonging to the eigen­
value 1). The constant € is determined by the require­
ment that the set {11})} be complete: 

L:drJ IrJ)<rJl 

= L:d1}€LNLN.b(rJ - N)~('YJ - N') IN)<N'I. (2.9) 

But € can be chosen so that! 

f~(1} - N)~(fJ - N') = f~N'.N 1~(fJ - N)/2 

Accordingly, 
= ()N·.N~(rJ - N). (2.10) 

(2.11) 

On the other hand, the set {In)} is not normalized to 
a delta function, since 

<n' In) = fLNb(n' - N)~(n - N) 

= ~(r/ - rJ)fLN b(1J - N). (2.12) 
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The norm of 1'1') vanishes unless 'I') is a point in the 
discrete set {O, 1,2,·· '}. The ket I'l')l is obtained by 
one-sided unitary transformation of IK), the eigenket 
of momentum operator k = p/27Tn. The transforma­
tion operator U is defined by 

1'1') = Ut IK)K=q, (2.13) 

Ut IK) = E!~N~(K - N) IN), 

Ut = E!L:dK~,y~(K - N) IN)(KI, (2.14) 

so that 

Ut U = 1, uut = L: dK IK; E~N~(K - N) (KI· 

(2.15) 
uut commutes with k, so that 

uut IK) = cP(K) IK). (2.16) 

Accordingly, IK) is an eigenket of the Hermitian 
operator uut belonging to the eigenvalue 

cP(K) = E~N~(K - N). (2.17) 
From (2.12), 

1'1') = L: d'l')'~('I')' - 'I')E~N~('I') - N) 1'1')') 

= E~;V~('I') - N) 1'1') = cP('I') 1'1')· (2.18) 

The ket I W) is defined, for all values of the real 
number W, as 

1 W) = Ut IQ)Q=JJ7' (2.19) 

According to (2.13), (2.16), and (2.17), 

(W ! 'Y}) = (QIQ=w uut IK;K=q = cP('Y})(Q !Q=w K)K=q 

= E~N~('I') - N) exp (27TiW'I'), (2.20) 

since (Q I K) = exp (27TiQK). From (2.18), I W; is 
the Fourier transform of 1'1'): 

(2.21 ) 

In the discrete N-representation, the ket I W) becomes 

I W) = e!"f..v IN) exp (-27TiNW). (2.22) 

It is periodic with period one in W. The set {I WI} is 
complete; from (2.10), 

L:dW IW)(WI 

= ef dW"f.N"f.N, exp [27TiW(N' - N)] IN) (Nil 

= }.;N IN) (NI = 1. (2.23) 

On the other hand, {I WI} is not orthogonal, and 

(W'! W) = E~.V exp [27TiN( W' - W)]. (2.24) 

The angle operator w is diagonal in {I WI}. It is defined 
as 

w = L: dW I W) W (WI· (1.5') 

From (2.8) and (2.13), we have 

n = L:d'Y} 1'1')'1') ('I')I 

tloo = U _/'Y}IK>K=q'l')(KIK=qU= utkU, (2.25) 

and similarly from (1.5') and (2.19), 

tlOOd t w = U -00 W IQ)Q=w W (QIQ=w U = U qUo (2.26) 

Since uut commutes with k, according to (2.15) we 
have 

[w, n) = UtqUUtkU - UtkUUtqU 

= Ut[q, k]U = il/27T. (2.27) 

Accordingly, (2.3) is satisfied; wand n are canonically 
conjugate as defined. They are also Hermitian 
operators. From (2.8), 1'1') is an eigenket of n; {I'I')} 

is an orthogonal set in (2.12). But from (2.24), {I WI} 
is not an orthogonal set; I W) is not an eigenket of W. 

From (2.24), 

I W) = L: dW' 1 W') E"f.N exp [27TiN(W' - W)], 

(2.28) 

wi W) = L: dWIW' I W') E~N exp [27TiN(W' - W»). 

(2.29) 

3. DISPLACEMENT OPERATORS 

Any function!(n) can be written in diagonal form. 
From (2.8), 

(3.1) 
so that 

(3.2) 

Since 

(WI fen) 1'1') = f('I')E}.;N~('I') - N) exp (27TiW'Y}) 

= f[C27Ti)-1 a~]<W 1'1')1, 

we find 

fen) = f dW IW) f[(271 i)-I a~ ] (WI· (3.3) 
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In particular, if p is a real constant, then the unitary 
operator exp (21Tipn) is a displacement operator for 
{I W)}. Thus, 

exp (21Tipn) = J d'fJ 1'fJ) exp (21TiP'fJ) ('fJ1 

= J dW IW) exp (p o~) (WI 

= J dW IW)(W + PI· (3.4) 

From (2.l8) and (2.20), we have 

exp (21Tipn) I W) 

= J d'fJ exp (21TiP'fJ) 1'fJ) ('fJ I W) 

= J d'fJ 1'fJ) exp [-21Ti'fJ(W - P)] = IW - P)· (3.5) 

Therefore, 

exp (21Tipn)w exp (-21Tipn) 

= J dW(W - P) W (W - PI 

= J dW IW) (W + P) (WI = w + pl. (3.6) 

On the other hand, a function of w is not, in general, 
diagonal in the set {I W)} even though, according to 
(1.5'), w is itself diagonal. This is a consequence of 
the nonorthogonality of {I W)}. But a class of diagonal 
operators can be defined by J d W I W) g( W) (W I, 
where g( W) is any function of W. Since 

J dW IW) g(W)(W I 'fJ) 

= J dW IW) g(W)€LNO('fJ - N) exp (21TiW'fJ) 

= €LNO('fJ - N)g[(21Tit1 ~J 1'fJ), 

we find, from (2.l8), 

J dW I W) g(W) (WI = J d'fJ{ g[ (21Ti)-1 :'fJJ 1'fJ)} ('fJ1 

= J d'fJ 1'fJ) g[2
i
1T ~J ('fJI· (3.7) 

In particular, a displacement operator for {1'fJ)} can be 
defined by 

vt({J) = f dW IW) exp (21Ti{JW) (WI 

= J d'fJ 1'fJ) exp ( -p :'fJ) ('fJ1 

= f d'fJ 1'fJ) ('fJ - (JI, (3.8) 

v\P) 1'fJ) = f d'fJ' 1'fJ') o('fJ' - P - 'fJ)€LNO('fJ - N) 

= €LNO('fJ - N) 1'fJ + P) 
3 

= €~LNL,y,O('fJ - N)o('fJ + P - N') IN') 
3 

= €~'iN'i,V'ON'.iY+PO('fJ + (J - N') IN'). (3.9) 

If v t (P) is applied to one of the kets in the discrete set 
{IN)}, then 

v\{J) IN) = J d'fJv\P) 1'fJ)('fJ I N) = L.v,ON'.N+P IN'), 

(3.10) 

which equals IN + P) if N + P is a member of the 
discrete set of points {O, 1, 2, ... } and vanishes 
otherwise. Thus, 

vt(P) = L.vLN,ON'.N+P IN')(NI. (3.11) 

The only nonvanishing cases occur for p = ± 1. 
Accordingly, define the raising operator ({3 = 1) 

vt = J dW IW) exp (21TiW) (WI 

= f d'fJ 1'fJ) exp (~:) ('fJ1 = J d'fJ 1'fJ) ('fJ - 11 (3.12) 

and the lowering operator (fJ = -1) 

v =J dW I W) exp (-21TiW) (WI 

= J d'fJ 1'fJ) exp (:'fJ) ('fJ1 = J d'fJ 1"7 - 1)('fJI· (1.6') 

According to (3.11), 

v
t 

= L.vLN,oN'.N+lIN')(NI, 

v = LNZ.N,ON'.N_l IN')(NI. (3.13) 
Since 

we have that v is not unitary, but one-sided unitary. 
From (3.l0), 

vt IN) = IN + 1), v IN) = IN - 1) for N > 0, 

v IN = 0) = 0. (1.7') 

vtnv = ~N~O IN + 1) N (N + 11 

= ~N~l IN) (N - 1) (NI = n - LN~l IN) (NI, 

(3.14) 

vnvt = LN~l IN - 1) N (N - 11 

= L.v~o IN) (N + 1) (NI = n + 1, (3.15) 

[n, v] = -v, [n, vt] = vt . (3.16) 
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4. CREATION AND DESTRUCTION OPERATORS 

From (2.1) and (2.2), the operator n, written as 

n = t[p2/mnw + mwq2/1i - 1], 

can be factored into 
( 4.1) 

where creation operator at and destruction operator a 
are the Hermitian adjoint operators: 

at = 2-!( -ip/bn + bq) 

= 2-!f dQ IQ) (_b-1 a~ + bQ) (QI, 

a = 2-!(ip/bn + bq) 

= 2-! f dQ IQ) (b- 1 a~ + bQ) (QI. (4.2) 

From these expressions it is readily verified that 

The operator j in (2.2) can be written as 

j = 21Tn(n + il) = 21Tn . Haat + ata). (4.9) 

5. WEYL TRANSFORMS AND COHERENT 
STATES 

A convenient way to examine the classical limit 
of quantum operators is to obtain their Weyl trans­
forms. 5 The Weyl transform of an operator A is defined 
for a one-dimensional system as 

A(Q, K) = Tr [A~(Q, K)]. (5.1) 

The inverse transform is 

A = f dQ f dKA(Q, K)~(Q, K). (5.2) 

The operator ~(Q, K), defined as 

[a, at] = 1, (4.3) ~(Q, K) = f du f dv exp {21Ti[u(q - Q) + v(k - K)]}, 
en, a] = -a, en, at] = at. (4.4) (5.3) 

These properties of a, at are consistent with the 
identification 

(4.5) 
From (3.15), 

aat = vnvt = n + 1 (4.6) 

and, from (1.8'), 

ata = n~vtvn! =! IN) N (NI = n. (4.1') 
N~l 

Subtracting (4.1') from (4.6) gives back (4.3). Also, 
(4.4) is a consequence of the identification (4.5), since 
(3.16) gives 

[n, a] = [n, vn!] = [n, v]n~ = -vn! = -a, 

[n, at] = [n, n~vt] = n~[n, vt] = n~vt = at. 

From (1.6') and (3.13), 

a = L: d1) 11) - 1) 1)! (1)1 

= I IN - 1) N! (NI, 
N~O 

at = L: d1) 11) + 1) (1) + I)! (1)1 

= i IN + 1) (N + l)t (NI. (4.7) 
N~O 

Accordingly, we find that 

a IN) = N~ IN - 1), at IN) = (N + 1)~ IN + 1), 

(4.8) 

the expressions from which at and a obtain their 
designations as creation and destruction operators.s 

8 A. Messiah, Quantum Mechanics (John Wiley & Sons, Inc" 
New York, and North-Holland Publ. Co., Amsterdam, 1961), Chap. 
XII. 

can also be written as 

~(Q, K) = f dv IQ + lv) (Q - tvl exp (21TivK) 

= f du IK + tU) <K - lui exp (-21TiuQ). 

(5.4) 

The Weyl transform of any operator f(q), a function 
of q alone, is f(Q); the transform of f(k), where 
k = p/21Tn, is f(K). Accordingly, the transforms of 
many of the operators of the simple harmonic 
oscillator can be written down by inspection. From 
(2.1) and (2.2), 

H(Q, K) = p2/2m + imw2Q2 == E (5.5) 

(P = 21TnK), so that H(Q, K) is the energy of the 
oscillator E. Also, 

j(Q, K) = 21TE/w = 21Ttz[n(Q, K) + i] == J, (5.6) 

where j(Q, K), the Weyl transform of j, is the classical 
action variable J. From (4.2), the Weyl transforms 
of the creation and destruction operators are 

at(Q, K) = 2-![-iP/bIi + bQ] == 0(*, 

a(Q, K) = 2-t [iP/bli + bQ] == 0(. (5.7) 

Accordingly, 

(1.. *(1.. = t{P2/bW + b2Q2) 

= E/wli = n(Q, K) + i = J/21Tn. (5.8) 

In polar form, 

(1.. = «(1..*(1..)~ exp (-21TicP) = (J/21T1i)! exp (-21TicP) , 

(5.9) 
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where 

bQ 
cos 27TCP = --~ , 

(Jj7Tli) 

. -P/bli 
sm 27TCP = --!' (5.10) 

(Jj7Tli) 

Equation (5.10) is equivalent to 

Q = (J/7Tmw)! cos 27TCP, 

P = -(Jmwj7T)! sin 27TcP, (5.11) 

which are the equations for the classical canonical 
transformation from coordinate and momentum 
variables (Q, P) to angle and action variable (J, cP). 
Thus, cP is the classical angle or phase variable 
canonically conjugate to J. 

In fact, cp is the Weyl transform of the operator w 
canonically conjugate to j. In order to show this, start 
with the Weyl transform of the commutation relation 
(2.3). If the Weyl transform of w is w(Q, K), then it 
must satisfy the conditionS 

f dQJ dK'o(Q' - Q)o(K' - K)2i 

x sin {(47T)-1(~ ~ _1.. ~)} 
oQoK' oK oQ' 

x w(Q, K)j(Q', K') = iii. (5.12) 

Only derivatives of odd order contribute to this 
expression; from (5.6), 

oj(QK) = 27Tlib2Q oj(QK) = 87T3/j K 
oQ 'oK b2 ' 

so that (5.12) becomes the Poisson bracket relation: 

[w(QK), j(QK)]P.B. 

= 47T21iK . i1w(Q, K) _ mwQ . i1w(Q, K) = 1. 

mw i1Q Ii oK 
(5.13) 

The solution of this equation is readily verified to be 

Since 

q = (a + at)/J2b, k = (a - at)b/27TiJ2, 

Q = (oc + oc*)jJ2b, K = (oc - oc*)bj27Ti-J2, 

(5.17) 
therefore 

Ll(oc*, oc) = f duJ dv 

x ex.p {27Ti[(u/b-J2)(a + at - oc - oc*) 

+ (vb/27Ti..j2)(a - at - oc + oc*)]). 

With change in variables (27TUfb-J2, vbf-J2) - (-u, v), 
this becomes 

Ll(oc*, oc) = 7T-If duf dv ex.p [(v - iu)(a - oc) 

- (v + iu)(a t - oc*)]. (5.18) 

Write fJ = v + iu, and use the notation 

d2fJ = d(Re fJ) d(lm fJ) = dv duo (5.19) 

Then 

Ll(oc*, oc) = 7T-- I ff d2{l exp [fJ*(a - oc) - (l(at - oc*)] 

= 7T-I ffd 2fJ D\{l) exp (fJoc* - (l*oc) 

= 7T-I J f d2fJ D(fJ) exp (fJ*oc - fJ'X*)· (5.20) 

The operator D(fJ) is defined as 

D({l) = exp (fJat - (l*a). 

D(fJ) is a unitary operator for whichn 

Dt({J)aD({3) = a + {l, 

(5.21) 

Dt ({l)at D({l) = at + fJ*. (5.22) 

For every complex number oc there is an eigenvector 
loc) of the destructor operator a , 

a loc) = oc IIX), (5.23) 

27TW(Q, K) = -tan-1 (27TIiK/mwQ), (5.14) the coherent states.4.6 They are complete, 

so that, according to (5.10), with P = 27TIiK, 

w(Q, K) = cPo (5.15) 

The inverse Weyl transformation (5.2) gives the angle 
operator as 

w = -C27T)-J dQJ dK tan-I (27ThK/mwQ)Ll(QK). 

(5.16) 

The operator Ll(QK) given in (5.3) can be rewritten 
in terms of at, a in (4.2) and their Weyl transforms in 
(5.7). 

7T- IJJd2
OC 11X)<ocl = 1, 

but not orthogonal, 

(5.24) 

<fJ I rx) = exp ({3*rx - t IfJI2 - t Irxj2). (5.25) 

From (5.22) and (5.23), 

Dt(fJ)a Irx) = (a + fJ)Dt(fJ) loc) = ocDt({3) loc), 

so that 

9 See Ref. 6, p. 158. 
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Therefore, Dt(fJ) lex) is an eigenvector of a belonging 
to 0: - fJ. Consistency with (5.25) requires 

D+(fJ) lex) = exp [HfJ*ex - fJex*)llo: - fJ), 

D(fJ) 10:) = exp fHfJo:* - fJ*o:)llo: + fJ). (5.26) 

In particular, for 0: = 0, 

D(P) 10) = IP), (5.27) 

which is a well-known result. 9 

Now, from (5.20), the effect of ~«(t.*, ex) upon a 
coherent state Iy) is 

~(o:*, 0:) Iy) 

= 7T-JJ d2p exp [fJ*(o: - ty) - P(ex* - ty*)] Iy + fJ)· 

(5.28) 
From (5.25), 

(151 ~(ex*, 0:) Iy) = 7T-1JJ d2fJ 

x exp [-t 1#1 2 + 13*(0: - y) - 13(0:* - 0*)](15 I y) 

= 2(15 I y) exp [-2(0:* - D*)(OC - y)]. (5.29) 

This result also follows directly from the expression 
for ~(o:*o:) obtained from (5.20): 

~(o:*ex) = 7T-1J Jd2p exp [- ~ IPI 2
] 

x exp [-p(a t - o:*)J exp [t3*(a - 0:)]. 

(5.30) 

6. TIME OPERATOR FOR THE SIMPLE 
HARMONIC OSCILLATOR 

From (2.2) and (2.3), a time operator t, canonically 
conjugate to the Hamiltonian, can be defined as 

t = 27TW/W, (6.1) 

so that the canonical commutation relation holds, i.e., 

[t, H] = illl. (6.2) 

The set of vectors {IT)} is complete according to (2.23), 

J dT IT>(TI = 1, 

but not orthogonal according to (2.24), 

(6.7) 

(T'I T) = E(w/27T)"L,S exp [iNw(T' - T)]. (6.8) 

The kets of the set {IT)} are not eigenvectors of the 
Hermitian operator t. The time operator is an internal 
propertl of the osciIlator determined by its phase. 
According to (5.15), the Weyl transform of tis 

t(Q, K) = (27T/W)W(Q, K) = 2mp/w. (6.9) 

To this point the operators and their kets have 
been expressed in the SchrOdinger picture. Operators 
H,j, n all commute with the Hamiltonian and remain 
the same in the Heisenberg picture. In order to obtain 
the Heisenberg angle and time operators, we use (3.6). 
In terms of the parameter (c number) T, the physical 
time, the Heisenberg angle operator weT) is 

weT) = exp (iTH/n)w exp (-iTH/Il) 

= exp (iwTn)w exp (-iwTn) 

= w + ITw/27T, w(O) = w. (6.10) 

If the Schr6dinger operator w is diagonal in the 
kets {I Wo)}, then 

weT) = f dWo IWol W (Wo/, (6.11) 

where 
W = Wo + Tw/27T. (6.12) 

Similarly, the Weyl transform of (6.10) is 

cp(T) = cp + Tw/27T. (6.13) 

From (6.12) and (6.13) we see that the parameter W 
is identical with the phase angle, the Weyl transform 
of weT), 

W= cp(T), Wo = cp. (6.14) 

The operator t is diagonal in the angle representation: Similarly, the Heisenberg time operator is 

t = J dW IW) (27TW/W) (WI· (6.3) 

Let 
T = 27TW/W. (6.4) 

Then 

t = f dT(w/27T) IW) T (WI = J dT IT) T (TI, (6.5) 

where 

t(T) = t + T1 

= f dTo ITo> (To + T) (Tol· 

The Weyl transform of t(T) is 

t(T, Q, K) = t(QK) + T, 
with 

t(Q, K) = To. 

(6.15) 

(6.16) 

(6.17) 

(6.18) 

IT) = (W/27T)! I WI· (6.6) T is the time elapsed from the initial moment To. 
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The Heisenberg equation for the time derivative of 
leT) is 

dt(T) = (ili)-l[t(T), H) = (ili)-l[t, H) = 1. (6.19) 
dT 

Despite the appearance in (6.15), the Heisenberg 
operator t(T) has no explicit dependence on T; the 
Schrodinger operator t is independent of T, and 

t(T) = exp (iTHIIi)t exp (-iTH(Ii). (6.20) 

In the Heisenberg picture, according to (6.10), (4.5), 
and (3.12), 

a t(T) = exp (iT H/ Ii)n~ 

X J dW I W) exp (27TiW) (WI exp (-iTH/Ii) 

so that 

= niJ dW IW - wT/h) 

X exp (27TiW) (W - wT/hl, 

at(T) = at(O) exp (iwT), 

aCT) = a(O) exp (-iwT). 

Therefore, from (4.2), 

peT) = p(O) cos (wT) - mwq(O) sin wT, 

(6.21) 

q(T) = q(O) cos (wT) + (mw)-lp(O) sin wt, (6.22) 

in agreement with the classicallimit,5,8 

dq(T) = peT) dp(t) = -mw2q(T). (6.23) 
dT m' dT 

For anyone-dimensional system whose Hamilto­
nian is time independent, the canonically conjugate 
time operator can be obtained as follows: Solve the 
eigenvalue problem for the Hamiltonian and con­
struct its spectrum of eigenvectors defined for every 
real value of the eigenvalue E. Then 

and 

t =JdE IE) ili.E. (EI· oE (6.25) 

In the Heisenberg picture, 

t(T) = exp (iTH/Ii)t exp (-iTH/Ii) 

= J dE exp C~T) IE) (iii a~) (EI exp (-~E) 

= J dE IE) (iii ~) (EI + 1"E IE) T (EI 

= t + Tl, 

in agreement with (6.15). Classically a canonical 
transformation is possible1o for a system whose 
Hamiltonian is independent of time T, from the 
coordinate and momentum variables (Q, P) to the 
canonical variables (8, R) where 

8 = H, R = Ro + T. (6.26) 

The Poisson bracket condition for canonicity is 
satisfied since 

dR 
1 = dT = [R, H)P.B. = [Ro, H)P.B.· (6.27) 

These equations correspond precisely to (6.15) and 
(6.19). The classical canonical transformation is 
generated by Hamilton's characteristic function. The 
quantum-mechanical transformation is generated by 
an operator U: 

H = UtkU, t = utqU. (6.28) 

Just as in the similar transformation (2.25) and (2.26), 
which generates nand w for the simple harmonic 
oscillator, the operator U in (6.28) is a one-sided 
unitary operator since the spectrum of H is restricted 
to nonnegative values, continuous or discrete. 

H = J dE IE) E (EI (6.24) 10 H. Goldstein, Classical Mechanics (Addison-Wesley Pub!. Co., 
Inc., Reading, Mass., 1950), p. 280. 
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De~ermining t.he effective. ~ielectric .constant is typical of a broad class of problems that includes 
effective magnetic permeabilIty, electrical and thermal conductivity, and diffusion. Bounds for these 
effecti~e prop.erties fo~ stat!stically iso~ropic and homo~eneous materials have been developed in terms 
o.f statlstl~al mformatlOn, I.e.: one-pomt. and thr~e-pomt correlation functions, from variational prin­
ciples. ASide from the one-pomt correlatIOn functIOn, i.e., the volume fraction, this statistical informa­
tion. is difficult or impossible t<? obtain for real materials. For a broad class of heterogeneous materials 
(which we shall cal~ cell. mate~lals) the functi<?ns of the three-point correlation function that appear in 
the bounds of effectIve dielectrIC constant are Simply a number for each phase. Furthermore, this number 
has a range of values} to t a~d a simple geometric significance. The number t implies a spherical shape, 
the nu.mber ! a cell of platelIke shape, and all other cell shapes, no matter how irregular, have a corre­
spondmg number between. Each value of this number determines a new set of bounds which are sub­
stantially narrower and always within the best bounds in terms of volume fraction alone (i.e., Hashin­
Shtrikman bounds). For dilute suspensions the new bounds are so narrow in most cases as to be 
essentially an exact solution. There is a substantial improvement over previous bounds for a finite 
suspension and yet greater improvement for multiphase material where the geometric characteristics of 
each phase are known. 

1. INTRODUCTION 

From the continuum point of view, the property of 
a material is often described by a linear isotropic 
constitutive relation, e.g., Hooke's law in elasticity, 
D = €E in dielectrics, Fourier's law in heat conduc­
tion, Fick's law in diffusion. In practice many 
materials are heterogeneous on a macroscopic scale, 
and it is common to replace the material property 
specified for a homogeneous material by an effective 
or over-all property. This effective property, in a 
sense, replaces the heterogeneous material by a 
hypothetical homogeneous material and is a useful 
concept for a broad class of problems of interest. We 
shall be concerned with determining what must be 
known about the heterogeneous material in order to 
determine its effective property. 

Complete knowledge of the functional P[Ei(x), 
€lm(X)], where P[Ei(x), €lm(X)] dEl (x) ... dE3(x) X 

d€ll (x) ... d€33(X) is defined as the probability of the 
realization of the particular joint field [Ei(X), €lm(X)], 
is required to determine the effective property of the 
material. Fortunately, bounds can be obtained for the 
effective property in terms of the volume fraction 
which is the simplest statistical information one can 
obtain for a material. In order to obtain better bounds, 
additional statistical information about the material 
is necessary. This additional statistical information 
may be introduced through the n-point correlation 
function, and bounds have been derived in terms of 
these functions. 

Since virtually nothing is known about the higher­
order correlation functions of heterogeneous material, 

this result has had limited utility. Hence, the problem 
is to determine how to extend the utility of the above 
result without having detailed knowledge of the 
higher-order correlation functions which are, in 
general, difficult or impossible to obtain. 

Beran l derived bounds for the effective dielectric 
constant from a classical variational principle which 
included additional statistical information, viz., the 
three-point correlation function. 

The development of improved bounds on effective 
properties depends on a knowledge of the three-point 
correlation function of the material. Several attempts 
have been made to approximate the form of the three­
point correlation function with little success. 

For a broad class of two-phase heterogeneous 
materials (which we shall call cell materials) we shall 
show that this problem is obviated, because the 
functions of the three-point correlation function that 
appear in the effective dielectric constant boundsl are 
simply a number for each phase. Furthermore, this 
number has a range of values t to ! and a simple 
geometric significance. The number t implies a cell 
of spherical shape, the number ! a cell of platelike 
shape, and all other cell shapes, no matter how 
irregular, have a corresponding number between. 

Also, each value of this number determines a new 
set of bounds which is substantially narrower and 
always within the Hashin-Shtrikman bounds2 (the 
best bounds in terms of volume fraction). 

The new bounds for dilute suspensions are in most 

1 M. Beran, Nuovo Cimento 38, 771 (1965). 
2 Z. Hashin and S. Shtrikman, J. Appl. Phys. 33, 3125 (1962). 

1988 
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cases so narrow as to be essentially an exact solution. 
For other mixtures, we shall find new bounds which 
give substantial improvement in the knowledge of 
effective property bounds for two~phase media 
where the geometrical characteristics of each phase 
are known. Further, the above results can be obtained 
for all statistically isotropic and homogeneous dilute 
suspension independent of the assumption of a cell 
material. 

The concepts developed here are applicable to 
multi phase media. 

2. EFFECTIVE PERMITTIVITY BOUNDS 

A. Introduction 

In Beran,l by use of a perturbation expansion of the 
electric field E and the electrical displacement D as 
trial f~nctions in two standard variational principles, 
the following bounds on the effective permittivity 10* 
were found: 

10* < (10) _ ! (10,2)/(1 + 3(10)1) 12.1) 
- 3 (10) (10,2) \ 

and 

10* ~ [(:) - G <~»)4(~?/ (t(€>-<€~) + J) rl

, 

(2.2) 
where 

I = ~ (10)-2 r r ~ (€'(O)€'(r)€'(s» risi dr ds, 
1617 Jv Jv' arilsa r3s3 

(2.3) 

J = _1_ (10)-2 r r ~ /€'(r)£'(s)\ ris, dr ds. 
16172 Jv Jv' ar3aS3 \ 10(0) / r3i 

(2.4) 

10' is the fluctuating part of the permittivity and the 
bracket denotes an ensemble average, which is 
assumed to be equal to the spatial average for a 
statistically homogeneous medium. The above results 
are subject to the conditions of a medium that is 
statistically homogeneous and isotropic with a con~ 
stant electric field. 

From the above equations we see that the bounds 
on the effective permittivity are known in terms of 
certain averages of the 10 field and functions of the 
three~point correlation functions (€'(O)€'(r)€'(s» and 
(€'(r)€'(s)j€(O». This same procedure can be used to 
express the bounds in terms of higher~order correla~ 
tion functions. Beranl shows that the bounds in terms 
of the n-point correlation function will be at least 
as good as those in terms of the (n - I)-point corre~ 
lation function with the expectation that, as n __ 00, 

the upper and lower bounds will converge. 

The same procedure is valid for determining 
effective properties for processes treating heat con­
ductivity, electrical conductivity, magnetic permeabil­
ity, and all other processes which obey the same type 
of equations. 

The usefulness of the above-mentioned approach 
depends on the determination of I and J and similar 
derivatives and integrals of higher-order correlation 
functions. In subsequent sections we shall define a 
broad class of materials for which these functions 
are particularly simple and have obvious physical 
significance. 

B. Determination of n-Point Correlation Functions 
for N-Phase Random Media 

The n-point correlation function Yn is defined as 

Yn = (€(r1)€(r2)' •• €(rn)) 

= f €(r1)€(r2) ... €(rn) dF1·. 'n(r1, r2, ... ,rn), (2.5) 

where Fl .. . n is the n-point distribution function. 
For a special class of random media, which we 

shall call an N-phase random medium, composed of 
N phases D 1 , D 2 , ••• , D N of uniform density and of 
volume fractions qJI, qJ2' ••• , qJ N , respectively, a 
property function €(r) may be defined for each phase 
as 

€(r) = €i if r E D i , i = I, 2, ... ,N. (2.6) 

The n-point correlation function Y n(r1, ... , r J for 
this process is related to the probability that n points 
r1, ... , r n' thrown at random into the medium, all 
lie in the same phase Di . This is a generalization of 
the famous Buffon needle game (Kendall and Moran3). 

This analogy can be extended to the N-phase material 
by considering the n-point correlation function as 
the sum of the probabilities of the n points falling in 
all possible combinations of Di (i = I, ... , N). 
Each term of the sum is multiplied by a weighting 
factor which is the product of the property function 
of the phase in which the points lie. 

For brevity and clarity we shall restrict ourselves 
to the two-phase material, as all the arguments 
developed for it apply equally to the N-phase material. 
For the two-phase random medium the n~point 
correlation function is 

y,,(rl , r 2 , ••• , r,,) 
2 2 

= ! ... ! P~, .. '~n(rl' ... , rn)€(rl) ... €(rn), (2.7) 
1%11=1 «1=1 

3 M. O. Kendall and P. A. P. Moran, Geometrical Probability 
(Charles Griffin, London, 1963). 
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where PI, .. . ,1,1 is the probability of n points being 
in phase D I , PI, ... ,1,2 is the probability of n - 1 
points being in phase DI and point r n being in phase 
D2 , ••• , and P2, •.. , 2,2 is the probability of n points in 
phase D2 • 

If we consider each domain of our two-phase 
random medium to be composed of cells, where a 
cell is defined as being a mathematically closed 
surface containing a portion of the random medium 
of uniform property €, we can write the n-point 
correlation function in an alternate manner. Instead 
of summing terms which are the probabilities of n 
points being in different combinations of the phase 
D; (i = I, 2), multiplied by appropriate weighting 
factors, we shall sum over terms which are the proba­
bilities of n points being in different combinations 
of cells, multiplied by weighting factors which are the 
products of the €(r)'s in whose cells the points lie. If 
we account for all possible combinations, the n-point 
correlation function becomes 

Yn(rI,"', rn) = €~ X (probability of n points being 
in the same cell with property €1) + €~-1€2 X 

(probability of n - I points being in the same 
cell with property €I and I point being in a 
different cell with property €2) + €~ X (proba­
bility of n - I points being in the same cell with 
property €l and I point being in a different cell 
with property €l) + €;-2€~ X (probability of 
n - 2 points being in the same cell with property 
€1 and 2 points being in another cell with property 
€2) + ... + €~ X (probability of n points being 
in the same cell of property €2)' (2.8) 

For n = I Eq. (2.8) becomes 

YI(r) = €1 X (probability of 1 point being in a cell of 
property €I) + €2 X (probability of I point being 
in a cell of property €2)' (2.9) 

If we define cp as the volume fraction of material 
with property €I, Eq. (2.9) becomes 

YI(r) = Elf{! + E2(l - f{!) = (E). (2.10) 

For n = 2, Eq. (2.8) becomes 

Y2(CI, C2) = €;,i;.(c1, c2) + €~j~(CI' C2) + €;Zl1(c1 , c2) 

+ €2El[Z12(C1C2) + Z21(C1f 2)] + €:Z22(CI , C2), 

(2.11) 

where lrJr1' r2) is the probability of two points (rI' r2) 
being in the same cell of property €n' Znm(rI, r2) is 
the probability of one point (rI) being in a cell of 

property €n and the other point (r2) being in a different 
cell of property Em' 

This method of writing the n-point correlation 
function can be extended to all n and the apparent 
complexity will vanish when we consider a slightly 
restricted class of materials in subsequent sections. 
We shall make particular use of the three-point 
correlation function expressed in this manner. 

We are going to consider a broad class of hetero­
geneous materials called asymmetric cell materials, 
but for convenience we shall first consider a restricted 
class called symmetric cell materials. 

C. Symmetric Cell Material 

Consider a space to be subdivided by a large 
number of closed surfaces; these closed regions shall 
be called cells. The subdivision of the space is arbitrary 
except for fulfilling the following requirements: 

(I) Space is completely covered by cells; 
(2) cells are distributed in a manner such that the 

material is statistically homogeneous and isotropic; 
(3) the material property € of a cell is statistically 

independent of the material property of any other cell; 
(4) the conditional probabilities of n points being 

and m points not being in the same cell of a particular 
material, given that one point is in a cell of that 
material, are the same for each material. 

An example of such a material is the Poisson cell 
material (see Gilbert4 and Frisch5). This material is 
constructed mathematically by distributing a pattern 
of points in space so that there is an equal probability 
of finding any point in an infinitesimal volume and 
the probability that a point is in an infinitesimal 
volume is proportional to the volume. Now each 
point is assigned the property €l or €2 with probability 
cp or I - cp by an independent random process and 
the space between the points has the same property 
as the nearest point. The space is thus divided into 
convex polyhedron-shaped cells. 

An infinite family of symmetric cell materials may 
be obtained by replacing the initial Poisson pattern 
of points by any other pattern with arbitrary correla­
tion between points and following the same construc­
tion. 

A second example of a symmetric cell material is a 
modification of the above model proposed by 
Johnson and Meh1. 6 They generalized the Poisson 
model by considering the distributed points to be nuclei 

4 E. N. Gilbert, Ann. Math. Statistics 33, 958 (1962). 
• H. L. Frisch, Trans. Soc. Rheo!. 9, 293 (1965). 
• W. A. Johnson and R. F. Mehl, Trans. AIME 135, 416 (1939). 
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from which a constant rate of cell growth begins at 
different times. Frisch5 points out that, in two 
dimensions, one can visualize this model in terms of 
circular waves spreading from raindrops that fall at 
random into a puddle. The cells formed in this model 
no longer have plane or convex sides; instead they 
are star-shaped. 

A third example of a symmetric cell material is a 
space packed with spheres of varying diameter. We 
assume then that if we allow spheres of all diameters, 
the space can be completely filled. The material 
property of each spherical cell is determined by an 
independent random process, where volume fraction 
gJ of the cells have property El and 1 - gJ of the cells 
have property E2' Such a material fulfills the four 
requirements of a symmetric cell material and (for 
small concentrations) will be useful as a model for 
spherical inclusions in a matrix. We can generalize 
this model to include distributions of any shape or 
combination of shape cells which completely fill the 
space (e.g., ellipsoids, cubes, and tetrahedrons). 

In general, any subdivision of the space is admissible 
which fulfills the first two requirements mentioned 
and for which the property of each cell is determined 
by an independent random process where P( El ) = gJ 
and P(E2) = I - gJ. Therefore, the geometry of 
individual cells can be extremely different in a sym­
metric cell material. We call a material which satisfies 
the four requirements listed above a symmetric cell 
material. 

For a symmetric cell material we show in Appendix 
A, using the approach discussed in Sec. 2.2, that the 
three-point correlation functions that appear in Eqs. 
(2.3) and (2.4) are 

r3J = (E'(O)E'(r)E'(s» = E~ gJ(! - 2~) g(O,r,s), (2.12) 
(1 - gJ) 

_ /E'(r)E'(s)\ 
r3J - \ E(O) / 

,2 

= ~ gJ [(2gJ - 1)«(1. - l)g(O, r, S) 
El (1 - gJ) 

+ «(1. - gJ(O( - 1»/(r, s)], (2.13) 

where (1. = Elf E2 ;;::: 1, g(O, r, s) is the conditional 
probability of a triangle (coordinates 0, r, s) having 
all three vertices in a single cell given one vertex in the 
cell, and I(r, s) is the conditional probability of a line 
segment (coordinates r, s) having both ends in a single 
cell given one end in the cell. 

Substituting Eqs. (2.l2) and (2.l3) into (2.3) and 
(2.4), respectively, we obtain 

and 

I = E~3 gJ(1 - 2gJ) G 
(E)2 (1 _ gJ)2 

(2.14) 

,2 

J = El gJ [(2gJ - 1)«(1. - I)G 
E1(1 - gJ)(E)2 

+ [(1. - gJ«(1. - 1)]F], (2.15) 

where 

and for I(r, s) = lOr - sl) we can integrate F to 
obtain 

F = ~ [ [ a"l(r, s) riSi dr ds = t. (2.17) 
1677 J v Jv1 ar3as3 r3s3 

From Eq. (2.16) we can see that G is a number which 
depends only on the geometry of the cells. 

Substituting Eqs. (2.14) and (2.15) into (2.1) and (2.2), 
respectively, we obtain the following bounds for E*: 

~ < [1 + gJ«(1. - 1)][1 _ gJ«(1. - 1)2(1 - gJ) ] 

(EIE2)! - (1.! 3[1 + gJ(rt. - 1)][1 + gJ«(1. - 1) + 3«(1. - 1)(1 - 2gJ)G] 
(2.18) 

and 

~ > (1.!/[(1. - gJ«(1. - 1) - t(O( - 1)2(1 - gJ)gJ ] 
(ElE2)t - 1 + (1. + 3(2gJ - 1)«(1. - I)G . 

(2.19) 

Therefore the upper and lower bounds on E* for 
the symmetric cell material depend on (1. and a single 
number G which is characteristic of the average cell 
geometry. 

For finite values of El and E2' we know that E* 
must be positive and finite. Brown7 proved that E* 

7 W. F. Brown, Magnetostatic Principles in Ferromagnetism 
(North-Holland Pub!. Co., Amsterdam, 1962). 

must obey the more restrictive condition 

1/(lfE) ~ E* ~ (E) (2.20) 

if the permittivity E is considered a random function. 
Mathematically, we may express the former require­
ment as "the upper bound on E* must be positive and 
the lower bound on E* finite for all values of gJ and (1.." 
In Appendix E we show that these restrictions on E* 
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lead to the following bounds on G: 

(2.21) 

We conclude that any value of G outside this range 
does not refer to a real cell geometry. 

Furthermore, we find that when we substitute the 
value G = t into the bounding equations (2.18) and 
(2.19), the two equations become asymptotic for small 
concent~ations (i.e., p approaches zero or unity). In 
Appendix F we show that this asymptotic solution is 
~xactly t~e ~m~ll concentration solution of spheres 
m a ~atnx. Similarly, putting G = t into the bounding 
equatiOns (2.18) and (2.19), the two equations are 
again asymptotic for small concentration; for t11:;s 
case the asymptotic solution is exactly the small 
concentration solution of randomly oriented plates 
in a matrix (see Appendix F). We therefore assign 
the geometric significance of a sphere to a G of t and 
a plate to a G of t. 

Hashin and Shtrikman2 have shown that the best 
bounds on E* for a two-phase statistically homo­
geneous and isotropic material, when only p is 
specified, are 

(2.22) 

and 

These bounds are the exact solution for a space 
filled with composite spheres where the upper bound 
represents a low-permittivity core enclosed in a 
high-permittivity shell and the lower bound represents 
the reverse situation. When the volume fraction of El 

is small, the lower bound is the case of a high-permit­
tivity sphere in a low-permittivity matrix. For this 
case Eq. (2.23) reduces to Eqs. (2.18) and (2.19) with 
G = t, which confirms our conclusion that G = t 
represents a spherical cell shape. Similarly, when the 
volume fraction of El approaches unity, the Hashin­
Shtrikman upper bound is the case of a low-permit­
tivity sphere in a high-permittivity matrix. For this 
case Eq. (2.21) is equal to Eq. (2.18) and (2.19) with 
G = t, reconfirming that G = t represents spherical 
cell shapes. When the volume fraction of the material 
with property El is small (i.e., p approaches zero), 
Eq. (2.21) reduces to Eqs. (2.18) and (2.19) with G = 
1. Similarly, when p approaches unity, Eq. (2.23) 
reduces to Eqs. (2.18) and (2.19) with G =1. 

In Appendix F we show that at small concentrations 
the new bounding equations are not restricted to 

3.0 

1.0 

o 0.2 0.4 0.6 0.8 1.0 
VOLUME FRACTION, Of 

FIG: 1. Bounds on effective permittivity, ex = 10, symmetric cell 
materIal. --, Hashin-Shtrikman; - - -, G = t; - --, 
G=-}. 

sy~m~tric ~ell ma~erials, but hold for all two-phase 
stattsttcally IsotropIc and homogeneous materials. 

For p = t both bound equations [viz., Eqs. (2.18) 
and (2.19)] are independent of G, hence independent 
of the cell's geometry. The symmetric cell model for 
p = t becomes a symmetric random medium which 
is defined as a random medium satisfying 

Po"'O(c1,"', cn) =P1 ... 1(C1,·'·, cn) 

for n = 1,2, .. , . 

For a symmetric random medium it can be shown 
that odd-order correlation functions may be expressed 
in terms of lower-order correlation functions (see 
Frisch5); specifically, for the three-point correlation 
function, we have 

= t[Y2(C1, (2) + Y2(C1 , (3) + Y2(C1, ca) - i]· (2.24) 

This equality for symmetric random media was used; 
the results were tabulated by Beran and Molyneux8 

as a solution for Eqs. (2.1) and (2.2). These results are 
equivalent to the result obtained by solving Eqs. (2.18) 
and (2.19) for p = t. 

In Fig. I, we plot Eqs. (2.18) and (2.19) for oc = 10, 

8 M. Beran and J. Molyneux, Quart. Appl. Math. 14, 107 (1966). 
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G = t, G =!, and the Hashin-Shtrikman bounds. 
We note that the new bounds offer a substantial 
improvement in the knowledge of E* for all values of 
q;. By "improvement" we mean the reduction in width 
of the new bounds as compared to the Hashin­
Shtrikman bounds. There is an improvement of 
50 % for q; = t and greater improvement at other 
values of q;. For the small-concentration case the 
uncertainty in E* is virtually eliminated. The extreme 
values of bounds for G = i and G = t represent the 
extreme bounds for all symmetric cell materials. For 
all other values of G the upper- and lower-bound 
curves fall inside these curves except at q; = t, where 
all upper-bound curves have the same E* and all lower­
bound curves have the same E*. With the informa­
tion that we have a symmetric cell material, we have 
an improvement over the Hashin-Shtrikman bounds. 
The maximum improvemeQt occurs at q; = t; there 
is a lesser improvement at other q;'s. 

In Fig. I we see that the bounds on E* are narrower 
for spheres (G = t) than they are for plate (G = !) 
for all values of q; except, of course, q; = t, where 
all values of G have the same bounds. This is due to 
the fact that there is a single degree of freedom (i.e., 
the location of the sphere center) associated with 
G = t as compared to the more than two degrees of 
freedom (i.e., plate center and the rotation of the 
plate) associated with a G = i. Consequently, the 
greater geometric-configuration uncertainty leads to 
a greater uncertainty in the effective-material property. 
We are unable to give a physical argument as to why 
this geometric uncertainty has no effect for q; = t, 
although we have shown mathematically that the 
bounds are independent of cell shape for q; = t 

10.0 

VOLUME FRACTION,,, 

FIG. 2. Bounds on effective permittivity, at = 100, symmetric 
cell material. --, Hashin-Shtrikman; ---, G = t; ---, 
G= t. 

[see Eqs. (2.18) and (2.19)]. The contrast in bound 
spread is more dramatically shown in Fig. 2, where 
the bounds are plotted for Q( = 100 and there is better 
than a 20 % improvement for q; = 0.5 and better than 
a 60% improvement for q; = 0.9 for a G of t. 

For other values of G the bounds always fall 
within the extreme bounds of G = i and G = t. At 
small concentrations the bounds for G =~. and 
G = i are narrower than they are for any other value 
of G. The physical reason for this is that a G of i or 
t refers specifically to a single-cell geometry, while 
other G values refer to many-cell geometries. In 
essence, this adds another degree of freedom and a 
corresponding increase in uncertainty of the effective 
property. In Appendix F we confirm this by showing 
that the bounding equations become asymptotic at 
small concentrations only for G equal to t and t. 

D. Asymmetric Cell Material 

In this section we shall investigate a class of mate­
rials for which the geometry of the cells of the two 
materials is dissimilar. Consider the space to be sub­
divided by a large number of closed surfaces, and the 
enclosed regions shall be called cells. The subdivision 
of the space is arbitrary except for fulfilling the 
following requirements: 

(1) Space is completely covered by cells; 
(2) cells are distributed in a manner such that the 

material is statistically homogeneous and isotropic; 
(3) the material property E of a cell is statistically 

independent of the material property of any other 
cell. 

We call such a material an asymmetric cell material, 
and a model of such a material may be obtained by 
the following construction: Distribute a pattern of 
black and white points by the Poisson process dis­
cussed in Sec. 2.3, where there are q;p black points and 
(1 - q;)p white points per unit volume and p is the 
total density of points. The black points will be seeds 
from which spherical cells grow, and the white points 
are seeds from which aspherical cells grow. When cell 
surfaces from two different seeds touch, growth at 
that point ceases; this process continues until the 
entire space is filled. We may consider this model, a 
generalization of the Poisson cell material, to be one 
example of an asymmetric cell material. An infinite 
family of asymmetric cell materials may be obtained 
by replacing the initial Poisson pattern of points by 
any other pattern with arbitrary correlation between 
points and following the same construction. This 
model can be further generalized by varying the 
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arrival time of points; this is similar to the lohnson­
Mehl model extension mentioned in Sec. 2.3. Since 
the color of the seed from which the cells grow are 
a priori statistically independent, therefore require­
ment (3) is satisfied. 

Another example of an asymmetric cell material is 
a space packed with spheres and cubes of varying size. 
We assume that if we allow all sizes, the space can be 
completely filled for all volume fractions of spheres 
and cubes and that the packing can be carried out 
without preference as to whether a cube or sphere is 
being inserted at any given location. This model can 
be generalized to include many combinations of shape 
cells. Again requirement (3) is satisfied by the a priori 
random determination of cell shape at each location. 

The basic difficulty in considering asymmetric, as 
opposed to symmetric, cell materials is in our ability 
to determine whether or not the material property is 
correlated to the cell's geometry. It will not always 
be possible to tell by observation whether such a 
correlation exists because contiguous cells may have 
the same property; therefore the boundary and the 
cell shape will not be determined by observation. 

Using the approach discussed in Sec. 2.2 for the 
asymmetric cell material, we derive in Appendix A 
the following three-point correlation functions: 

Y3I = (E'(O)E'(r)E'(s» 

and 

= E~3[9%(O, r, s) - cp3 2 g2(O, r, s)] (2.25) 
(1 - cp) 

+ cp nl(r, S)], 
(1 - cp) 

(2.26) 

where gn(O, r, s) is the conditional probability of a 
triangle (0, r, s) having all three vertices in a single 
cell of material En' given that one vertex is in the cell, 
and J;l1(r, s) is the probability of a line segment Cr, s) 
having both ends in a single cell of material prop­
erty En' 

Substituting Eqs. (2.25) and (2.26) into (2.3) and 
(2.4), we obtain 

1- CPE
I G - cp G f3[ 2 ] 

- (E)2 1 (1 _ cpl 2 
(2.27) 

where we define 

By integration of Eq. (2.30), we find that Fl = cpl3 
and F2 = (I - cp)(3. Following the same argument 
outlined in Sec. 2.3, we conclude that G1 and G2 are 
numbers that depend only on the geometries of the 
average cell of material property El and EZ, respec­
tively. 

By use of Eqs. (2.27) and (2.28), we may recast (2. I) 
and (2.2) as 

and 

1 + (oc - l){cp + 3[(1 - cp)2G1 - CP 2G2]) 

(2.31) 

If G1 and Gz are equal, Eqs. (2.31) and (2.32) reduce 
to the symmetric cell material bounding equation, 
as is to be expected. In general, we see that the 
bounding equations now depend on a pair of numbers 
G1 and G2 which characterize the cell geometry of the 
two materials. 

Using the same physical criteria as we did for the 
symmetric cell material, we can bound G1 and G2 so 
that 

(2.33) 

(2.34) 

For alI possible values of ex, cp, G1 , and G2 , the 
bounding equations are inside the Hashin-Shtrikman 
bounds. The bounding Eqs. (2.31) and (2.32) attairJ 
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their highest upper bound and lowest lower bound for 
thecombinationsG1 = i, G2 = tandG1 = t, G3 = i, 
respectively. Hence, these combinations constitute 
absolute bounds for asymmetric cell materials; since 
the Hashin-Shtrikman bounds refer to a real physical 
geometry and fall outside these bounds, an explana­
tion is necessary. The apparent discrepancy is due to 
the fact that the specific geometry to which the 
Hashin-Shtrikman bounds refer is concentric spheres, 
which are part of a class of materials which violate our 
assumption that the material property of a cell be 
statistically independent of the material property of 
any other cell. 

For f[! approaching zero the new bounding equa­
tions converge to the Hashin-Shtrikman upper bound 
when G1 = i and to the Hashin-Shtrikman lower 
bound when G1 = t. When f[! approaches unity, the 
same convergence occurs with G2 = -~ and G2 = i, 
respectively. In Appendix F we show that the new 
bounding equations are not restricted to asymmetric 
cell materials, but hold for all two-phase statistically 
homogeneous and isotropic materials. 

In Figs. 3 and 4 we plot the new bounds for the 
combinations G1 = t, G2 = i and G2 = t, G1 = t, 
and the Hashin-Shtrikman bounds for oc = 10 and 
oc = 100. We see that the shape of the bounds found 
for the symmetric cell material is replaced by a shape 

o 0.2. 0.4 0.6 0.6 1.0 
VOLUME FRACTION. l' 

FIG. 3. Bounds on effective permittivity, (X = 10, asymmetric 
cell material. -,--, Hashin-Shtrikman; --- (G1 = t, G. = t); 
- - - (GI = ., G. = !). 
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FIG. 4. Bounds on effective permittivity, (X = 100, asymmetric 
cell material. --, Hashin-Shtrikman; --- (G1 = t, G2 = ~); 
- - - (G1 = t, G2 = t)· 

that is similar to the shape of the Hashin-Shtrikman 
bounds. A comparison of the improvement in resolu­
tion shows that the improvement decreases with oc and 
is best at small concentrations (i.e., f[! approaches 
zero or unity). The improvement at f[! = 0.5 for oc = 2 
is 80 %, for oc = 10 is 45 %, and for oc = 50 is 20 %. 

In the limit oc approaches infinity, we compare the 
absolute bounds for the asymmetric cell material with 
the Hashin-Shtrikman bounds. 

Asymmetric cell 
material 

Hashin­
Shtrikman 

Upper bound 

2cp(X! (I _ cp + cp2) 
-3- (1 - cp + ;cp2) 

2cp(X! 

3-cp 

Lower bound 

ad (1 + cp + cp2) 
(I - cp) (1 - cp + cp2) 

(X-t 
(1 _ cp) (1 + 2cp) 

For all values of oc > 1 the asymmetric cell material 
bounds are inside the Hashin-Shtrikman bounds. 

E. Determination of G1 and G2 

In the preceding sections we have shown that 
improved bounds for the effective permittivity may 
be determined if a single number G is known for a 
symmetric cell material and a pair of numbers G1 

and G2 is known for an asymmetric cell material. We 
shall discuss here a number of alternate ways of 
determining these G's for real materials which fall 
within our two bound classifications. 

First, we already know that spherically shaped 
cells have a G of -Ii and plate-shaped cells have a G of 
i. If observation of the material cross section reveals 
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either or both of these cell shapes, we know the corre­
sponding G. This method of observation may be 
extended to cell shapes whose G is determined by any 
of the subsequent methods. 

Although we have shown that the bounds converge 
at small concentrations only for G's of ! and t, the 
bounds also converge when we consider small 
perturbations (i.e., IX approaches unity). This con­
vergence is expected because Beran1 used the small 
perturbation solution as the admissible function in 
the variational principles to determine the bounding 
equations (2.1) and (2.2). If we let T approach zero or 
unity, let IX approach unity in the bounding equa­
tions, and set the coincident solution equal to the 
small concentration solution for any shape inclusion, 
we can solve for G. Using the small concentration 
solutions summarized by Reynolds and Hough,9 we 
find we can solve for the G of all randomly oriented 
spheroids. We find that for needles G = 1, oblate 
spheroids t < G < i, and prolate spheroids i < G < 1 
(see Appendix F). 

If it is possible to construct a small-concentration 
sample of the composite of interest without changing 
the cell shape, bounds may be found on G by meas­
uring the effective property of the sample and putting 
this value in the bounding equations. Since the 
accuracy of this method increases with decreasing IX, 

it might be advantageous under certain circumstances 
to measure the effective property for which.1X is the 
smallest (i.e., although the IX for dielectric constant 
is high, the IX for thermal conductivity might be small). 
This must be tempered by the knowledge of which 
effective property may be most accurately measured 
and the difficulty of making measurements for small 
IX. This method is applicable for determining the value 
of G for irregular cell shapes. 

G1 and G2 may also be determined from their 
defining equation (2.29). In order to determine 
gl(O, r, s) and g2(0, r, s), the following mathematical 
experiment must be performed. The experiment con­
sists of measuring the frequency with which the 
vertices of a triangle of coordinates (0, r, s), dropped 
randomly on a cross section of the composite, fall 
within a single cell. This experiment must be repeated 
for various triangle coordinates. Corson10 has per­
formed an experiment similar to this, in which he 
measures the frequency with which all three vertices 
of the triangle fall in any cell having the same property, 
for composites of sintered metals. The experiment for 
determining g1(0, r, s) and g2CO, r, s) may also be 

• J. A. Reynolds and J. M. Hough, Proc. Phys. Soc. (London) 
870, 769 (1957). 

10 Experiment being conducted at the Towne School, University 
of Pennsylvania, as part of Ph.D. thesis by P. B. Corson. 

conducted on a computer by characterizing the cell 
boundaries by a coordinate address and the location 
and orientation of the randomly thrown triangle by 
random numbers. A criterion can be established for 
determining whether or not the triangle vertices are 
inside a cell; then the determination of g1CO, r, s) and 
G follows directly. 

F. Higher-Order Correlation Functions 

We have seen in the preceding sections that the 
three-point correlation function provides information 
about the geometry of the cells which compose the 
material, and this information reduces our uncer­
tainty concerning the effective property of the com­
posite. For a fixed volume fraction we note that 
platelike cells in a matrix have higher effective prop­
erties than spherelike cells. We reason that the higher 
effective property is related to the greater tendency 
of a fixed volume fraction of plates to form a con­
tinuous or nearly continuous path through the 
material than spheres. Thus the cell geometry that 
tends to form a continuous path is more strongly 
felt and leads to an effective property near the Hashin­
Shtrikman upper bound for T < t. Based on these 
observations, we expect higher-order correlation 
functions to contribute geometrical information 
concerning the tendency of cells to form paths 
through the composite. 

On the above supposition, it might be possible to 
devise a systematized approach to determine the 
degree to which a particular cell arrangement tends 
to form a continuous path. From this determination 
we could determine whether an estimate of the 
effective property should be made near the upper or 
the lower bound for a particular set of G's. 

G. Empirical Validation 

A large number of experimental studies of the 
effective properties of two-phase materials are avail­
able in the literature,u-15 A relation which Landauer 
has given for a mixture of materials where all the 
regions are spherical is 

T( €1 - €*)/( €1 + 2€*) 

+ (l - T)(€2 - €*)/(€2 + 2€*T) = 0. (2.35) 

Landauer found this expression to be a good approxi­
mation to most of the experimental data he analyzed 

11 R. Landauer, J. Appl. Phys. 13, 779 (1952). 
12 G. P. DeLoor, "Dielectric Properties of Heterogeneous 

Mixtures," Ph.D. thesis, University of Leyden, Leyden, 1956. 
13 A. Sugawara and Y. Yoshizawa, J. Appl. Phys. 33,3135 (\962). 
1& C. Herring, J. Appl. Phys. 31, 1939 (1960). 
16 W. Woodside and J. H. Messmer, J. Appl. Phys. 31,1688 (1961). 
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FIG. 5. Comparison of Landauer equation with bounds, ~ = 20. 
- - -, Landauer equation; --, Hashin-Shtrikman; 
G= t. 

(e.g., Cd-Pb, Matthiesson; Cu-Fe, Ruer and Fick; 
CuSb-Sb, Stephens; Bi-Bi2Pb, Herod). In Fig. 5 we 
see that Eq. (2.35) always falls inside the bounding 
equation for spheres (i.e., G1 = G2 = i); thus all 
these experimental data verify the assumption of 
spherical cells. 

For dilute suspensions of regularly shaped particles 
we have shown that the bounding equations converge 
to the exact solutions; hence these results are verified 
by all dilute suspension measurements of regularly 
shaped particles that agree with the previously derived 
exact solutions. 

For the other experimental studies it is difficult to 
make comparisons because the shape factors G1 and 
G2 are unknown for the materials tested. 

3. SIGNIFICANCE OF G 

Improved bounds for the effective permittivity are 
determined if a single number G is known for a sym­
metric cell material and a pair of numbers G1 and G2 

are known for an asymmetric cell material. The 
concept of this number G is linked to the cell material 
from which it was derived; hence, to understand its 
usefulness, we must examine the limitations of the 
cell-material model. The fundamental assumption 
required to define the cell-material model used in 
this paper was that the property of a cell be inde­
pendent of the property of any other cell. The ques­
tion then is, How does this requirement limit the 
physical models which can be represented by the cell 
material? 

First, let us consider the case of a dilute suspension. 
For this case, there is no problem since we can con­
sider the suspension materials to be cells of a particular 

distribution of sizes and shapes and the matrix 
material to be made up of cells of all sizes and shapes. 
For such a combination of materials, we can pack a 
space without preference regarding the type of cell 
which is inserted at any location. The cells of the 
suspension are far apart so their shape will not inter­
fere with the packing procedure, and there is so much 
freedom in the size and shape of the matrix material 
cells that we are certain that the space can be 
completely filled without violating the fundamental 
assumption. Since the bounds on effective properties 
for the dilute suspension are independent of the G 
value of the matrix cells, the cell-material model is 
applicable to dilute suspensions without difficulty. 
This even applies when the actual construction of the 
material violates the fundamental assumption, i.e., 
suspended particles tend to cluster together, since we 
can consider the clustered particles to be a single cell 
of a different geometry. Since we have left so much 
freedom in the cell construction of the matrix, we 
will not violate the assumption of the cell-material 
model. This will be true even when the clustered par­
ticles are not contiguous since we can make them 
mathematically contiguous with appropriate imaginary 
slices through the matrix material. This is further 
verified by the fact that we can derive the bound equa­
tions for dilute suspensions without the cell-model 
assumption. 

Let us attempt to generalize this model to the finite 
suspension. Since the suspension particles are close 
to each other, we see that a problem can arise when 
we attempt to pack an empty space without regard 
as to which type cell is inserted; i.e., assume the 
suspension is made up of spheres of the same diameter 
which will not fit at certain locations in the packing 
procedure. On the other hand, if we allow the sus­
pension spheres to be any diameter, we can still fill 
the space without violating the fundamental assump­
tion. Thus we see that, for the finite suspension, there 
are certain restrictions on the size and shape of the 
distribution of cells which will satisfy the assumptions 
of the cell-material model. What happens when we 
have a distribution of suspended particle sizes and 
shapes that violates the fundamental assumption? It 
was never assumed in the development of the cell-mate­
rial model that the cell shape and size distributions 
be the same as particle shape and size distribution; 
therefore, the cell-material model is so general that 
cells of some value G will be a good approxima­
tion to any finite suspension. The problem, however, 
is that in this case observation might lead to a false 
conclusion as to which G is appropriate, although it 
is doubtful that the new G will vary much from the 
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G that represents the particle shape. Since the bounds 
on effective properties of finite suspensions depend on 
the value of G2 of the matrix cells (whose shape and 
size were left arbitrary to assure filling the space 
without violating the fundamental assumption), the 
bound~ will be those defined by Gl of the suspended 
particles and the values of G2 (in the -range t to !) 
which give the highest upper and lowest lower bound. 
These bounds will still result in a substantial improve­
ment over the Hashin-Shtrikman bounds for volume 
fractions of up to approximately 0.6. 

For cell-like materials (e.g., sintered materials and 
eutectic alloys), the cell model is a natural repre­
sentation, and the G values will represent the geom­
etries of the component cells. 

We can not represent every mixture by a cell­
material model, as evidenced by the fact that the 
Hashin-Shtrikman bounds which refer to concentric 
spheres fall outside the range of our bounds. But 
even in this case, which clearly violates the funda­
mental assumption of the cell-material model, the 
Hashin-Shtrikman bounds only deviate slightly from 
the extreme bounds (Gl = L G2 = t and Gl = t, 
G2 = !) for all values of volume fraction and the cell 
model is a fair approximation. 

APPENDIX A: DERIVATION OF THREE­
POINT CORRELATION FUNCTIONS 

The two three-point correlation functions defined in 
Sec. 2 are 

(AI) 

and 

(A2) 

For a two-phase cell-like material we can write Eq. 
(AI) in the alternate form 

Y3J = E~3g1 + E;3g2 + E~3[Jil1 + ii~l + ii~l] 
+ E~2E~[Jil2 + M2 + Jig] 

where 

+ E~E~2[Ji~~ + ii~l + ii2l] + E~3[ii22 + ii~2 + iim 

+ E~3Z1ll + E~2E~[ZI12 + Z121 + Z2l1] 

+ E{E;2[ZU2 + 2212 + Zm] + E;3Z222 , (A3) 

gn = gn(O, r, s) is the probability that three points 
(0, r, s) are in the same ceJI with material 
property En; 

Jinm = Jinm(O, r, s) is the probability that two points 
(0, r) are in the same cell with material prop­
erty En and a point (s) is in another cell with 
material property Em; 

h~m = h~m(O, r, s) is the probability that two points 
(0, s) are in the same cell with material prop­
erty En and a point (r) is in another cell with 
material property Em; 

Ii;;' = ii;;,(O, r, s) is the probability that two points 
(r, s) are in the same cell with material prop­
erty En and a point (0) is in another cell with 
material property Em; 

Znmp = Znm1'(O, r, s) is the probability that three 
points are in three different cells, where 
points 0, r, and s are in cells with material 
properties En' Em' and E1' , respectively. 

Also 

where 

gn = gn(O, r, s) is the conditional probability that all 
three points are in the same cell of material 
property En' given that one of the points is in 
a cell with material property En' 

We assume 

Jin = Ilh1' Jil2 = rp(1 - rp )h1 , 

Ji21 = (1 - rp)rph2' Ji22 = (1 - rp)2h2' 

h~1 = rp2h~, Ji~2 = rp(1 - rp )hi , 
(AS) 

Ji~l = (1 - rp)rphL Ji~2 = (1 - rp)2hL 

Ji~i = rp2hil, Jig = rp(1 - rp)hi\ 

Ji~l = (1 - rp)rph~\ ii~2 = (1 - rp)2h~1. 

This assumption implies that the material property 
of a cell is statistically independent of the material 
property of any other cell. 

Also we assume 

Z111 = rp3Z, Z112 = Z211 = 2121 = rp2(1 - rp)Z, 

Z122 = 2212 = Z221 = rp(1 - rp)2Z, Z222 = (I - rp)3Z, 
(A6) 

where 

hn = hn(O, r, s) is the conditional probability that two 
points (0, r) are in the same ceJI and point (s) 
is in another cell, given that one point (0 or r) 
is in a cell of property En; 

h; = h~(O, r, s) is the conditi9nal probability that 
two points (0, r) are in the same cell and point 
(r) is in another cell, given that one point (0 or 
s) is in a cell of property En; 
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h~l = h~l(O, r, s) is the conditional probability that 
two points (r, s) are in the same cell and point 
(0) is in another cell, given that one point 
(r or s) is in a cell of property En; 

Z = Z(O, r, s) is the probability that three points are 
in different cells. 

By taking into account all possible ways that three 
points can fall into a cell material, we have 

Z = 1 - gl - g2 - hll - h~l - hii - h12 - M2 

- Jig - Ji2l - Ji~l - h~~ - Ji 22 - Ji~2 - hg (A7) 

or 

Z = 1 - f{% - (1 - q;)g2 - q;(hl + h~ + h~l) 

- (1 - q;)(h2 + h~ + h1l ). (A8) 

Substituting into Eq. (A3), we obtain 

Y3J = E~3q;gl + E~3(1 - q;)g2 

Now 

+ (E~3q;2 + E~2E~q;(1 - q;»(hl + h~ + h~l) 
+ (E{E~2q;(1 - q;) + E~\l - q;)2)(h2 + h1 + h1l) 

+ (E~3q;3 + 3E~2E~q;2(l - q;) + 3E{E~2q;(1 - q;)2 

+ E~\l - q;)3)(1 - q;gl - (1 - q;)g2 

- q;(hl + h~ + hil) - (1 - q;)(h2 + h~ + h1l». 
(A9) 

fn(r) = gn + hn' 

f~(s) = gn + h~, 
f!,\r, s) = gn + h~\ 

(A10) 

where fn(r) is the conditional probability that 2 points 
(0, r) are in the same cell with material property En' 

given that one point is in a cell with material property 
En;f~(r) and f~l(lr. sl) are defined in a similar way, 
except they refer to points (0, s) and (r, s), respectively. 

Substituting for the h's in Eq. (A9) and using the 
equality q;E~ = -(1 - q;)E~, we obtain for any cell 
material 

Y3J = E~3q;[gl - (1 ~2q;)2 g2} (All) 

If we assume a symmetric cell material (gl = g2 = g), 
we obtain 

,3 q;(l - 2q;) 
Y3J = El (1 _ q;)2 g. (AI2) 

Using the same approach to derive Y3J' we can 

write Eq. (A2) in the alternate form 

(A13) 

By use of the relations developed before, we rewrite 
Eq. (A13) as 

- q;(hl + hi + hil) - (1 - q;)(h2 + h~ + h~l)}. 
(A14) 

Substituting Eq. (AlO) into Eq. (A14) and using the 
equality E~q; = -E;(1 - q;), we obtain 

,2 

Y3J = ~ (1 q; ) [(IX - 1)(<p2g2 - (1 - q;)2g1) 
El - q; 

+ (IX + !p(1 - 1X»«1 - q;)fi1 + f~l)]. (A1S) 
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For a symmetric cell material, i.e., gl = g2 = g and 
f~l = f~l = f, Eq. (AlS) reduces to 

E~2 rp 
YaJ = -(1 ) 

E1 - rp 

X [(IX - 1)(2rp - J)g + (IX + rp(J - lX»fll]. 

(A16) 

APPENDIX B: PROOF F =! 
F is defined as 

where 
y'~ = r2 + S2 + 2rsu, 

u = cos (), 

f(O) = 1, few) = 0. 

Choose Si to lie along X3 axis; then 

(B1) 

F = _1 r r ~ (df(y») (ru - S)~ dr ds (B2) 
161T2 JvJv'CJs dy y r2s2 . 

Change from u and r coordinates to u' and y coordi­
nates: 

S + yu' 2 2 2 , 
U = , r = y + s + 2syu . 

r 
Then 

F = _1_ Jf.J~ ~(Of(Y»)Kl dy drp ds, (B3) 
161T2 

S2 dy os 
where 

K(s, y) =J-1 
u'(s + yu') du' = _ ~ . 

+1 (l + S2 + 2ysu')~ 3l 

Integration with respect to rp and y yields 

Finally, 

F = _1_ r ! df(s) ds. 
3(41T)JVS2 ds 

F = t. 

(B4) 

(BS) 

Similarly, ifin Eq. (Bl)f(y) =fn(Y), wheref1(0) = rp 
andf2(0) = 1 - rp, we obtain 

(B6) 

(B7) 

APPENDIX C: PROOF G DEPENDS ON CELL 
GEOMETRY, BUT NOT THE DISTRIBUTION 

OF CELL DIMENSIONS OF EACH 
GEOMETRY 

By definition, 

G = _1_ J. J. o2g(0, r, s) rmsm dr ds. (Cl) 
161T2 v vi orsi)s3 r3sa 

For a discrete number N of cell shapes, 

N 

g(O, r, s) = L glO, r, s)k;, (C2) 
;=1 

where k i is the frequency of the ith cell shape; gi is the 
probability of three points being in the same cell of the 
ith shape, given that one of the points is in a cell of 
the ith shape. 

Also 
N 

G = L G;ki' (C3) 
i=1 

where 

G 1 11 a
2 

(0 ) r mSm i = -16 2 1 ;-;- gi ,r, s --aa dr ds. 
1T v v uraUSa r s 

(C4) 

Now consider that for each cell shape a distribution 
of sizes exists, so that 

"'If 
g;(O, r, s) = L liig;(O, r, s), (CS) 

;=1 

where Iii is the frequency distribution of sizes of the 
ith cell geometry; g;(O, f, s) is the probability of three 
points (0, f, s) being in the same cell of ith shape and 
jth size. 

Since all cells of the ith shape differ only in size, 

where gi(O, njf, njs) is the probability of three points 
(0, njf, njs) being in the ith cell shape of average size, 
and nj = scale factor. 

Put Eq. (C6) into integral (C4), change coordinates, 
and note that 

(C7) 

We note that G; is independent of nj • 

Thus G; depends only on the average size of cells 
of the ith geometry and not on the particular distribu­
tion of sizes for that geometry. G depends on the cell 
shapes which make up the distribution, multiplied by 
a distribution-function weighting factor; in this sense 
it is dependent on the average geometry. 

APPENDIX D: DERIVATION OF BOUNDS 
FOR TWO-PHASE CELL MATERIAL 

The upper bound on E* is given in Eq. (2.1) as 

E* ~ (E) _! (E,2)/(E) , 

3 1 + 3 (E)I 
(E,2) 

(Dl) 
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where The lower bound for E* is given by Eq. (2.2): 

I = 12 2 { { ~ (E'(O)E'(r)E'(S» r~\ dr ds. 
16'17 (E) Jv Jv1 orai:Jsa r s 

(02) 
In Appendix A we derived 

(D9) 

Substituting Eq. (D3) into (D2), we obtain 

(04) 

where In Appendix A we have shown that 

1 i i 0
2 

rs· Gn = - -- gn 2...l.. dr ds. 
16'172 v Vlor3os3 r3s3 

(05) / E'(r)E'(s) \ 

\ E(O) / 
Using the relationship 

(E) = rpEl + (I - rp)E2 

in Eq. (Dl), we obtain 

(06) 

- 1 + (oc - l)[rp + 3«1 - rp)2G1 - rp2G2)] , 
(07) 

where 

If we have a symmetric cell material, Eq. (07) 
reduces to 

2 

= E1 -.J!..._[(oc _ 1)(g;2g2 - (1 - rp)2g1) 

E1 (1 - rp) 

+ (oc + g;(1 - OC»(l - rp) n1 + rp n1)J. 
rp (1 - rp) 

(011) 

Solving Eqs. (010) and (011), we obtain 

J = €~2 rp [(OC _ 1)(rp2G
2 

_ (1 _ rp)2G
1

) 

(E) E1 (1 - rp) 

+ (oc + rp(1 - OC»((1 - rp) F1 + rp F2)J. 
rp (1 - rp) 

(012) 

(08) Now F1 = rp/3 and F2 = (1 - rp)/3; hence Eq. (D9) 
may be rewritten as 

For a symmetric cell material this reduces to 

(014) 

APPENDIX E: DETERMINATION OF BOUNDS ON G 

The upper bound on E* is given by 

(E1) 
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From physical considerations €1' €2, and €* must 
all be positive-finite quantities; hence G1 and G2 must 
have values which do not violate this constraint. 
Therefore, the right-hand side of Eq. (EI) must be 
positive or, alternately, 

1 + tp(rx - I) 

> ttp(l - tp)(rx - 1)2 

- 1 + (rx - l)(tp + 3((1 - tp)2G1 - q?G2» 
(E2) 

for all values of rx ~ I. 
First we shall consider the symmetric-cell case, for 

which Eq. (E2) reduces to 

1 + tp(rx _ 1) > ttp(l - tp)(rx - 1)2 
- 1 + (rx - 1)(<p + 3(1 - 2tp)G) 

(E3) 

In this case the inequality must hold for all values 
of tp, since the value of tp does not change the geo­
metric structure. 

When rx = 1, Eq. (E3) is satisfied. As rx becomes 
large compared to unity, Eq. (E3) becomes 

1 + cprx > trp(1 - rp)rx
2 

(E4) 
- 1 + rx(tp + 3(1 - 2tp)G) 

If tprx » 1, Eq. (E4) becomes 

1 > t(1 - tp) 
- tp + 3(1 - 2rp)G 

(E5) 

When tp equals unity, the numerator becomes zero 
and the inequality holds for all values of G. However, 
for tp = I - 'fJ we obtain the inequality 

G ~ (I - 'fJ)/3(1 - 21]). (E6) 

When 0 < 'fJ ~ t, we find that G cannot take on 
values t < G ~ 00. For t ~ 'fJ ~ 1, we find G cannot 
take on values - 00 ~ G < O. Thus we have bounds 
on G which obey inequality (E5): 

o ~ G ~ ~. (E7) 

Now consider the case tp« 1; Eq. (E4) becomes 

(1 + tprx)tprx ~ I/9G. (E8) 

If tprx« 1, we obtain inequality G ~ 0; as rx 
increases in value, G cannot equal values greater than 
zero. In the limit tprx » 1 we obtain the bound on G: 

(E9) 

Since negative values of G violate the condition of Eq. 
(E7), we have bounds on G: 

(E1O) 

For the asymmetric cell material we find that Eq. 
(E2) is satisfied when rx = 1. We first consider the 
case when rp is « I or I - tp« 1. When rx becomes 
large compared to unity, Eq. (E2) becomes 

1 + <prx > ttp(1 - tp)rx
2 

- 1 + rx(tp + 3«(1 - tp)2G1 - tp2G2» (Ell) 

When tp = 0, the inequality holds, and for tp« 1 
Eq. (E2) becomes 

1 + rprx > trp(rx - 1)2 (EI2) 
- 1 + (rx - l)(tp + 3G1) 

When rx = I, the inequality holds for all values of 
G1 · For <prx« 1 Eq. (EI2) becomes 

1 > ttp(rx - 1)2 
- 1 + 3(rx - 1)G1 

(E13) 

Equation (EI3) holds only for positive values of G1 • 

As rx increases so that <prx » I, Eq. (EI2) reduces to 

(EI4) 

Since G1 is positive, we obtain the bound 

(EI5) 

in order that Eq. (EI4) be satisfied. 
When rp = 1, Eq. (EI2) is satisfied for all values of 

G1 and G2 • For 1 - rp = 'fJ« I, Eg. (EI2) is 

t'fJ( rx - 1)2 
rx> (EI6) 

- 1 + (rx - 1)(1 - 3G2) 

As rx increases in value, Eg. (EI6) is satisfied if G2 

is positive and 

G2 ~ t + [1/3(rx - 1)] (EI7) 

or G2 is negative. 
Varying rx, we obtain the bound 

(EI8) 

To obtain the other bounds on G1 and G2 , we must 
examine the lower-bound equation 

(EI9) 
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Physical considerations require that the right-hand 
side of Eq. (EI9) be positive and finite; therefore, 

0( + tp( I - O() 

~tp(O( - 1)2(1 - tp)tp (E20) 
~ 1 + 0( + 3(0( - 1)(tp2G2 - (1 - tp)2G1) • 

When tp = 0, Eq. (E20) is satisfied, and for tp « 1 
we obtain 

0( > ~(<x - 1)2tp (E21) 
- 1 + 0( - 3(0( - I)G 1 

For <X = 1, Eq. (E2I) is satisfied, and as 0( increases 
in value we obtain the requirement that 

G1 =;t. (1 + 0()/3(<x - 1) (E22) 

or the bound 
(E23) 

When tp = 1, Eq. (E20) is satisfied and for 'YJ = I -
tp « I, we obtain 

'YJ<X + 1 > :t(<X - 1)2'YJ (E24) 
- 1 + <X + 3(<x - 1)G2 

When 'YJ<X« 1, this reduces to 

1 > -t(<x - 1)2rJ (E25) 
- 1 + <X + 3(<x - I)G2 

This inequality is satisfied for 

G2 =;t. -(1 + <x)/3(0( - 1). (E26) 

Hence G2 must be positive. 
Now consider the case 'YJ<X» I. Equation (E24) 

reduces to 

Therefore, we obtain the bounds 

(E27) 

(E28) 

(E29) 

for values of tp near 0 or unity. Consider now the 
case when tp has arbitrary values between 0 and 1. 
For this cell structure values of G1 and G2 may be 
determined by consideration of only the shapes of the 
cells. This determination is made independently of tp. 
In addition, any cell shape is possible in the case of 
small concentrations. Thus, for example, the cells 
associated with G at finite tp may be made the inclu­
sions in another material where tp« 1. Similar 
arguments for 1 - tp« I show that Eqs. (E27) and 
(E28) hold for all values of tp. 

APPENDIX F: THE GEOMETRIC 
SIGNIFICANCE OF G 

The upper bound on E* may be written for an 
asymmetric cell material: 

V = 1 + tp(<x - 1) 

t(l - tp)(O( - 1)2 

- 1 + (<X - I)(rp + 3«1 - tp)2G1 - tp 2G2» ' 
(Fl) 

where V = the upper bound on E*/E2' 
Similarly, the lower-bound equation may be written 

as 

L = O([<X + tp(l - O() 

~(1 - <x)2(1 - tp)cp J-1 

- 1 + 0( + 3(oc - 1)(tp2G2 - (1 - cp)2G1) , 

(F2) 
where L = the lower bound on E*/E2' 

For small concentration Eqs. (Fl) and (F2) reduce 
to 

V = 1 + tp(<x _ 1)(1 _ oc - 1 ) (F3) 
3 + (oc - 1)9G1 

and 

(oc - 1)( 4(<x - 1) ) 
L = 1 + tp -oc- 1 + 3(1 + <X _ 3(oc - I)G

1
) • 

(F4) 
If we set G1 = t, Eqs. (F3) and (F4) become 

tp(<x - 1)(20( + 1) (F5) 
U=L=l+ . 

30c 

Alternately, if we set G1 = -}, Eqs. (F3) and (F4) 
become 

3(oc - 1) 
U=L=I+tp • if~ 

2+<x 

The upper- and lower-bound equations become 
asymptotic at small concentrations only for G1 equal 
to t or t. This can be seen by setting V = L in Eqs. 
(F3) and (F4) and we get a quadratic equation in G1 • 

Since a quadratic equation can have only two roots 
and we have already shown two roots are G1 = t and 
G1 = t, no other value of G1 yield asymptotic upper­
and lower-bound equations. 

Similarly, when tp approaches unity, we find the 
roots of G2 to also be t and t. 

Reynolds and Hough9 have summarized the small­
concentration solutions of randomly oriented spheroids 
and, in particular, have shown that the small-concen­
tration solution of spheres and plates are, respectively, 

E* = 1 + 3tp(<x - 1) (spheres) (F7) 
102 oc + 2 
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and 

E* = 1 + f(!«(1. - 1)(2(1. + 1) 
E2 3(1. 

(plates). (FS) 

Equation (FS) is equivalent to Eq. CFS), and Eq. 
(F7) is equivalent to Eq. (F6). 

Since G is not a function of f(!, we conclude that 
G = t has the geometric significance of a sphere and 
G = i has the geometric significance of a plate. 

Although we have shown that U and L are asymp­
totic at small concentrations for only G = i and t at 
small perturbations (i.e., (1. approaches unity), U and 
L are asymptotic for all values of G. This is to be ex­
pected because the bounding equations U and L 
were derived from a small perturbation expansion. 
From this result we can find the geometric significance 
of any other shape for which a small concentration 
solution exists. A problem of general interest is the 
needle-shaped cells. Reynolds and Hough9 have 
shown that for random orientation the small-concen­
tration solution is 

(F9) 

where 1] = (1. - I. 
Equations (F3) and (F4) for small perturbation can 

be written 

U = L = 1 + ~ (3 + 'Y}(9G1 - 1)) f(!. (FlO) 
3 (1 + 31]G1) 

Solving Eqs. (F9) and (FlO) for G1 , we find 

G1 = t (needle). (FI1) 

Similarly, we can show that for oblate spheroids 
t < G < t, and for prolate spheroids i < G < t. 

The above-mentioned results can be derived 
independently of the assumptions for a symmetric or 
asymmetric cell material. Assume that for any two 

phase material the probabilities gl, g2, hll , and Z222 

are the same order of magnitude in their dependence 
on volume fraction as the corresponding probabilities 
for a two-phase asymmetric cell material. This 
assumption and the relation 

f(!E~ = -(1 - f(!)E~ (F12) 

reduce Eq. (A3) for small concentration to 

"131 = E;3f(!gl • (F13) 

Following the procedure outlined in Appendix D, 
the upper-bound equation reduces to Eq. (F3). 

Similarly, the lower-bound equation Eq. (F4) may 
be derived for a dilute two-phase material independent 
of the assumption of a symmetric or asymmetric cell 
mate.-ial. 
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Bounds for the effective bulk modulus for statistically isotropic and homogeneous materials have been 
developed in terms of statistical information, i.e., one-point and three-point correlation function from 
variational principles. Aside from the one-point correlation function, i.e., the volume fraction, this 
statistical information is difficult or impossible to obtain for real materials. For a broad class of hetero­
geneous materials which we shall call cell materials, the functions of the three-point correlation func­
tion that appear in the bounds of effective bulk modulus are simply a number for each phase. 
Furthermore, this number has a range of values t to ! and a simple geometric significance. The number 
t implies a cell of spherical shape, the number! a cell of plate-like shape, and all other cell shapes, no 
matter how irregular, have a corresponding number between. Each value of this number determines a 
new set of bounds which are substantiaily narrower and always within the best bounds for two-phase 
media in terms of volume fraction alone (i.e., Hashin-Shtrikman bounds). For dilute suspensions the 
new bounds are so narrow· in most cases as to be essentially an exact solution. There is a substantial 
improvement over previous bounds for a finite suspension and yet greater improvement for multiphase 
materials where the geometric characteristics of each phase are known. The shape factor G is found to 
have exactly the same range of numerical values and the same geometric significance as was found in 
the determination of effective dielectric constant bounds. It was found further that under certain 
conditions the bounds on effective bulk modulus and dielectric constant become numerically identical. 

1. INTRODUCTION 

It was shownl that the bounds on the effective 
dielectric constant of Beran2 in terms of statistical 
information for a large class of heterogeneous 
materials could be expressed in terms of volume 
fraction and a shape factor G for each phase. These 
bounds were shown to converge to an exact solution 
for dilute suspension and for a class of materials, 
called cell materials, to be narrower than the best 
bounds in terms of volume fraction alone established 
by Hashin and Shtrikman3 for two-phase media. The 
shape factor G, which is a function of the three-point 
correlation function, was shown to have a range of 
values -} to t. The geometric significance of -} was 
shown to be spheres, t randomly oriented thin plates, 
and all other geometries, no matter how irregular, 
were shown to have a value within this range. 

first-order perturbation effect led then to the following 
bounds: 

The purpose of this paper is to extend these notions 
to the bulk-modulus property. 

2. EFFECTIVE BULK-MODULUS BOUNDS 

A. Introduction 

It has been shown by Beran and Molyneux4 that 
the effective bulk modulus K* may be bounded by 
using perturbation expansions as trial functions for 
the stress and strain fields in the two standard 
variational principles of elasticity. Including the 

1 M. N. Miller, J. Math. Phys. 10, 1988 (1969). 
2 M. Beran, Nuovo Cimento 38, 771 (1965). 

K* < (K) _ (K'2) 
- (A) + 2(!t) + «A'K'2)/(K'2»(21'/(K'2» 

and 

K > - - ----'------'--"'------* [1 (K'/K)2 J-1 

- (K) (K,2/ K) - ~(K'2/1l) + il' ' 

where 

, 1 r r 'ii 02 

I = 167T2 J, In o~ioL O'YJiOr;j 

x <Il'(O)#'(~)K'(o» _1_ d~ do, 
"llnl 

, 1 1 r 0
2 a2 

J = 167T2 ~ JnO~iO~; 01'}i0l'}j 

x / K'(~)K'(o)\ _1_ d~ do. 
\ Il(O) /1'llnl 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

A', Il', and K' are the fluctuating parts of the Lame, 
shear, and bulk moduli, respectively, and the bracket 
denotes an ensemble average, which is assumed to be 
equal to the space average for a statistically homo­
geneous medium. 

Therefore, these bounds on the effective bulk 
modulus depend on functions of the three-point 
correlation functions 

<#'(O)K'(r)K'(s» and <K' (r)K'(s)/ #(0». 
3 Z. Hashin and S. Shtrikman, J. App\. Phys. 33, 3125 (1962). 
• M. Beran and J. Molyneux, Quart. App\. Math. 24, 107 (1966). Better bounds can be derived using this approach in 
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terms of higher-order correlation functions, and the 
bounds in terms of the n-point correlation function 
will be at least as good as those in terms of the n - 1 
point correlation function, with the expectation that 
as n approaches infinity, the upper and lower bounds 
will converge. The usefulness of expressing bounds 
in this fashion depends upon the determination of l' 
and J' and similar derivatives and integrals of higher­
order correlation functions. We shall see that for a 
broad class of materials, which we shall define, those 
functions are particularly simple, have simple physical 
significance, and lead to a significant improvement 
over previous bounds. 

B. Symmetric-Cell Material 

As discussed by Miller,! the geometry of a sym­
metric-cell material is defined as any division of the 
space into cells which fulfills the following require­
ments: 

(1) Space is completely covered by cells. 
(2) Cells are distributed in a manner such that the 

material is statistically homogeneous and isotropic. 
(3) The material property of a cell is statistically 

independent of the material property of any other 
cell. 

(4) The conditional probability of n points being 
and m points not being in the same cell of a particular 
material, given that one point is in a cell of that 
material, is the same for each material. 

Using the approach discussed,1 we show in the 
Appendix that for a symmetric-cell material the 
three-point correlation functions which appear III 

Eqs. (2.3) and (2.4) are 

Yu = <fl'(O)K'(r)K'(s» 

= fl{K~2[tp(1 - 2tp)/(1 - tp)2]g(0, r, s) (2.5) 

and 

and 

YI = (K'(r)K'(s)/fl(O» 

= (K~2/fll)[tp/(1 - tp)]{(f1- 1)(2tp - l)g(O, r, s) 

+ [f1 + tp(l - f1)]fll(r, s)}, (2.6) 

where 

f1 = fll/fl2' K{ = K1 - (K), fl{ = fll - (fl), 

where g(O, r, s) is the conditional probability of a tri­
angle (coordinates 0, r, s) having all three vertices in 
a single cell, given that one point is in the cell, 
j"(r, s) is the conditional probability of a line segment 
[and coordinates (r, s)] having both ends in a single 
cell, given that one end is in the cell. 

Substituting Eqs. (2.5) and (2.6) into Eqs. (2.3) and 
(2.4), respectively, we obtain 

I' = 3fl{K~2[tp(1 - 2tp)/(l - tp)2]G (2.7) 
and 

J' = (K{2/fl1 )[tp/(1 - tp)]{3(f1- 1)(2tp - l)G 

+ [f1 + tp(l - f1)]F}, (2.8) 

Integrals like Fare evaluated4 by noting that 
fll(~, n) = fll(l~ - nl), and O/O~i = -a/O~i' and 
f11(O) = I, and that 

F= 1. (2.11) 

Substituting Eqs. (2.19) and (2.20) into Eqs. 
(2.1) and (2.2), respectively, we find the following 
bounds for K*: 

K* !( tp(1 - tp)(l - 1X)2 )-1 --...,- > IX tp(1 - IX) + IX - , 
(KIK2)~ - 1 + tp(1X - 1) + i(IX/{3y){3({3 - 1)[(2tp - 1)3G - ttp] + 3{3 - I} 

(2.13) 

where 

We see that the upper and lower bounds on K* for 
the symmetric-cell material depend on IX, f1, y, tp, and 
a single number G which is characteristic of the 
average cell geometry. 

Real materials have positive and finite effective 
bulk moduli, for positive finite values of K 1 , K 2 , 

fll' fl2' These physical requirements put limitations 
on the range of values which G may have. We have 
shown1 that imposing these requirements on K* in 
Eqs. (2.12) and (2.13) limit the values of G to the 
range 

(2.14) 
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Therefore G has precisely the same range of values 
as the G defined in Miller, 1 and we shall see that the 
two G's are indeed identical. If we put the value 
G = t into the bounding equations (2.12) and (2.13), 
we find that the two equations become asymptotic 
for small concentration (i.e., tp -+ 0 or 1) and the 
asymptotic solution is identical to the small con­
centration solution of spheres in a matrix. Similarly, 
putting G = t in the bounding equations, they again 
become asymptotic at small concentrations and the 
asymptotic solution is the small concentration solu­
tion for plates in a matrix. Therefore, we assign the 
geometric significance of a sphere to G = t and a 
plate to G = t, which is the same significance they 
had in Miller'! 

Hashin and Shtrikman5 have shown that the best 
bounds on K* for a two-phase statistically homo­
geneous and isotropic material when only tp is specified 
are 

K* < 1. 30: + P4y[1 + tp(oc - 1)] 

(K1K2)i - oc! 4,uy + 3[tp(1 - oc) + ocl 

and 

(2.15) 

K* > ! 30c + 4y[1 + tp(oc - 1)] . (2.16) 
(K 1K2)! - oct 4y + 3[1 + (oc - 1)(1 - tp)] 

These bounds are the exact solution for a space 
filled with concentric spheres; the upper bound 
represents a low-bulk modulus core enclosed in a 
high-bulk modulus shell and the lower bound repre­
sents the reverse situation. When the volume fraction 
of Kl is small, the lower bound is the case of a high­
bulk modulus sphere in a low-bulk modulus matrix. 
For this case Eq. (2.16) reduces to Eqs. (2.12) and 
(2.13) with a G = t, which confirms our conclusion that 
G = t represents a spherical cell shape. Similarly, 
when the volume fraction of Kl approaches unity, 
the Hashin-Shtrikman upper bound is the case of a 
low-bulk modulus sphere in a high-bulk modulus 
matrix. For this case, Eq. (2.15) reduces to Eqs. 
(2.12) and (2.13), with G = t confirming the con­
clusions of our previous discussion. In contrast, 
when the volume fraction of Kl material is small, 
the Hashin-Shtrikman upper bound represents the 
case of thin shells of high-bulk modulus material in a 
low-bulk modulus matrix. In this instance, Eq. 
(2.15) reduces to Eqs. (2.12) and (2.13) with G = t. 
Volume fraction tp approaches unity, Eq. (2.16) 
represents a thin shell of low-bulk modulus material 
in a matrix of high-permittivity material, and Eq. 

• Z. Hashin and S. Shtrikman, J. Mech. Phys. Solids 11, 127 
(1963). 

(2.16) reduces to Eqs. (2.12) and (2.13) with G = t. 
This confirms that the thin-shell solution is identical 
to the plate solution at low concentrations. 

For tp = t, both Eqs. (2.12) and (2.13) become 
independent of G and consequently independent of the 
geometry. This is in agreement with the known result 
for a symmetric random medium that odd-order 
correlation functions6 become functions of lower 
even-ordered correlation functions. Furthermore, 
Eqs. (2.12) and (2.13) are in agreement with the results 
obtained by Beran and Molyneux4 for the case of a 
two-phase symmetric medium. 

Hashin and Shtrikman5 have found that their 
bounds converge to an exact solution for the case in 
which both materials have the same shear modulus, 
i.e., p = 1. Bounding equations (2.12) and (2.13) 
converge to the same exact solution for constant-shear 
modulus. 

When y, the ratio of,u2 to K2 , approaches zero, the 
bounding equations (2.12) and (2.13) converge to an 
exact solution. Since a y of zero refers to an incom­
pressible material, this result is not unexpected. As y 
increases, the bounds on K* increases in value and 
separate until they reach a maximum value and 
separation for y = 1.5, i.e., a Poisson ratio of zero. 
Interestingly, at this value of y with 0: = p, the 
bounding equations on the effective bulk modulus 
K* reduces to the bounding equations l on the 
effective permittivity E*. This is true for the bounding 
equations developed here and the Hashin-Shtrikman 
bounding equations. This analogy requires further 
consideration. 

For all possible values of oc, p, y, tp, and G, the new 
bounding equations (2.12) and (2.13) are equal to or 
inside the Hashin-Shtrikman bounding equations 
(2.15) and (2.16), and for most cases the width 
between the new bounding equations is a small 
fraction of the width between the Hashin-Shtrikman 
bounding equation. 

Figure 1 shows Eqs. (2.12) and (2.13) for 0: = P = 
10, y = 1.0, G = t, G = t, and the Hashin-Shtrik­
man bounding equations. We note a substantial 
improvement in the knowledge of K* for all values of 
tp as compared to the Hashin-Shtrikman bounds, with 
the least improvement occurring at tp = t. At tp = t 
the improvement, defined as the difference in width 
of the Hashin-Shtrikman bounds and the new bounds 
divided by the Hashin-Shtrikman bounds, is approxi­
mately 50 %, while for tp = 0.9 and G = t, the 
improvement is 83 %. The extreme values of the 
G = t and the G = t curves represent the extremes 

• H. L. Frisch, Trans. Soc. Rheo!' 9, 293 (1965). 
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o 0.2 0.4 0.6 0.8 1.0 
VOLUME FRACTION. 'P 

FIG. 1. Bounds on effective bulk modulus IX = {J = 10, Y = 1.0, 
symmetric-cell material: 

-- Hashin-Shtrikman, 
- - - G = i, 
---G=j-. 

for all symmetric-cell materials, i.e., for all other 
values of G the upper- and lower-bound curves fall 
inside these curves, except at cp = t, when all upper­
bound curves have the same K* and all lower-bound 
curves have the same K*. If G is unknown, there is 
still an improvement over the Hashin-Shtrikman 
bounds and the maximum improvement occurs at 
cp =}. 

Figure 1 reveals that the bounds on K* are narrower 
for G = } (spheres) than for G = t (plates) for all 
values of q; except q; = t, when all G values have the 
same bounds. This is because there is a single degree 
of freedom (i.e., the location of the spheres' centers) 
associated with a distribution of spheres, while there 
are more than two degrees of freedom (i.e., the 
location of the plate mass center and the rotational 
degrees of freedom of the plate) associated with a 
distribution of plates. There is, therefore, a higher 
degree of uncertainty in the geometrical configuration 
when the material has aspherical cells, hence a greater 
uncertainty in the effective property of the material. 

10.0 

8.0 

4.0 

I h 
2.0 / /. 

Ii 

/ ./ 
/' 

0 0.2 0.4 O.S 0.8 1.0 

VOLUME FRACTION, 'f' 

FIG. 2. Bounds on effective bulk modulus IX = {J = 100, Y = 
1.0, symmetric-cell material: 

-- Hashin-Shtrikman, 
- - - G = i, 
--- G= j-. 

From Figs. 1 and 2, we can see that the percentage 
improvement over the Hashin-Shtrikman bounds 
decreases with increasing IX; but there is still a sub­
stantial improvement at very large IX. For example, 
at IX = {J = 100, 'Y = 1.0, there is a better than 27 % 
improvement at q; = t and a better than 52 % 
improvement at q; = 0.9, G = t. 

As {J increases, the percentage improvement over 
the Hashin-Shtrikman bounds increases as can be 
seen by comparing Figs. 3 and 4 with Figs. 1 and 2, 
respectively. For IX = 10, {J = 2, y = 10, G = }, the 
percentage improvement over the Hashin-Shtrikman 
bounds is 83 % at <p = 0.5 and 94 % at <p = 0.9. For 
IX = 100, {J = 2, Y = 1.0, G = i, the percentage 
improvement over the Hashin-Shtrikman bounds is 
82 % at q; = 0.5 and 92 % at q; = 0.9. For small {J, 
the change in improvement is approximately the same 
at all values of~. In Fig. 5 we plot ~ = 10, fJ = 1 for 
various values of y. As we mentioned previously, the 
new bounds and the Hashin-Shtrikman bounds 
converge to an exact solution for {J = 1, and this 
figure shows how the solution increases with in­
creasing y. Comparing Figs. 6 and 7 with Fig. 1 
demonstrates how the bounding equations change 
with y. As y decreases, the percentage improvement 
decreases so that for ~ = (3 = 10, y = 0.5, G = t, 
the percentage improvement at <p = 0.9 is 78 %, 
compared to 83 % when y = 1.0 and to less than 1 % 
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FIG. 3. Bounds on effective bulk 
modulus at = 10, fJ = 2, Y = 1.0, 
symmetric-cell material: 

-- Hashin-Shtrikman, 
- - - G = t, 
--- G=t· 

FIG. 4. Bounds on effective bulk 
modulus at = 100, fJ = 2, Y = 1.0, 
symmetric-cell material: 

-- Hashin-Shtrikman, 
- - - G = t, 
--- G=~. 
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at y = 10-6• However, as y approaches zero, the 
bounds approach the exact solution, as may be seen 
in Fig. 7. 

An interesting phenomenon occurs when we con­
sider the mixed case of IX > 1 and {J < 1. The 
Hashin-Shtrikman bounds reverse themselves: that 
is, the upper-bound equation becomes the equation 
for the lower bound and the lower-bound equation 
becomes the equation for the upper bound. The 
bounds also reverse themselves in the sense that for 
G = i (spheres), the new bounds are near the 
Hashin-Shtrikman upper bound, for {J approaching 
zero, and near the Hashin-Shtrikman lower bound, 
for fJ approaching unity, which is the reverse of what 
occurred for fJ > 1. Conversely, the new bounds for 
G = i (plates) are near the Hashin-Shtrikman lower 

0.5 
VOLUME FRACTION, P 

0.5 
VOLUME FRACTION. 'P 

bound for q; approaching zero and near the upper 
bound for q; approaching unity. The bounds spread 
and it is seen that the percentage improvement 
decreases as fJ approaches zero. For IX = 10, fJ = 0.5, 
Y = 1.0, G = t, there is an 83 % improvement at 
q; = 0.5 and a 96 % at q; = 0.9. For IX = 10, {J = 0.1, 
Y = 1.0, G = t, there is a 56 % improvement at 
q; = 0.5 and an 87 % improvement at q; = 0.9. 

Although the mixed case considered here of at > I 
and {J < 1 falls outside the assumptions of Hashin­
Shtrikman,5 Walpole7 has shown that their bounding 
equations are valid for this case. 

It is shown! that, at small concentrations, the 
effective permittivity bounding equations hold for all 

7 L. J. Walpole, J. Mech. Phys. Solids 14, 151 (1966). 
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o 0.2 0.4 0.6 O.s 1.0 
VOLUME FRACTION ,1' 

FIG. 5. Bounds 
0<y~1.5: 

on effective bulk modulus 0( = 10, f1 = 1, 

= 1.5, 
= 1.0, 
= 0.5, 

____ = 10-6• 

two-phase statistically isotropic and homogeneous 
materials and are not restricted to symmetric-cell 
materials. Following the same procedure, the upper­
and lower-bound equations (2.12) and (2.13) may be 
derived for a dilute two-phase material, independent 
of the assumption of a symmetric- or asymmetric-cell 
material. 

C. Asymmetric-Cell Material 

We shall now investigate a class of materials for 
which the geometry of the cells of the two materials 
is dissimilar. Consider the space to be subdivided by 
a large number of closed surfaces and let us call the 
enclosed regions cells. The subdivision of the space is 
arbitrary except for fulfilling the following require­
ments: 

(1) Space is completely covered by cells. 
(2) Cells are distributed in a manner such that the 

material is statistically homogeneous and isotropic. 
(3) The material property E of a cell is statistically 

independent of the material property of any other cell. 

5.0 ,---------------_---, 

N 4.0 
:::: 

>II 'N 
~ 

~ 
-
~ 

3.0 

2.0 

/.0 

o 0.2 0.4 0.6 O.s 1.0 
VOLUME FRACTION, l' 

FIG. 6. Bounds on effective bulk modulus symmetric-cell 
material for 0( = f1 = 10, Y = 0.5: 

-- Hashin-Shtrikman, 
- - - G =!, 
---G=~. 

Any material which satisfies these requirements 
shall be called an asymmetric-cell material and 
models of these materials are described in Miller. 1 

For this material, using the approach formulated 
in Miller,! we find that the three-point correlation 
functions that appear in Eqs. (2.3) and (2.4) are 

* ~ 

Y3J' = <!l(O)K'(r)K'(s) 

N 
:::: 
--;,. 
~ 

~ 

= ,u{ K~2{ rpgiO, r, s) - [rp3/(1 - rp)2]g2(O, r, s)} 

(2.17) 

5.0r---------------------, 

4.0 

3.0 

2.0 

/.0 

o 0.2 0.4 0.6 o.s 1.0 

VOLUME FRA~TION, P 

FIG. 7. Effective bulk modulus asymmetric-cell material for 
O(={J= 10,y= 10-6 : 

--Hashin-Shtrikman and all combinations of G1 and Ga. 
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and 
_ /K'(r)K'(s)\ 

YaJ' - \ ,u(O) / 

= _1 . «(3 - 1)[ep2g2(O, r, s) K,2 ep [ 

fl1 (1 - ep) 

+ (1 - ep)2g2(0, r, s)J 

+ [ep(1 - (3) + (3J(1 ~ ep) n\r, s) 

+ ep ntcr, S»)], (2.18) 
(1 - ep) 

where 

gn(O, r, s) is the conditional probability of a triangle 
(0, r, s) having all three vertices in a single cell of 
material property Kn and fln' given that one point is 
in the cell; 

J~I(r, s) is the probability of a line segment (r, s) hav­
ing both ends in a single cell of material property 
Kn and #n' 

Substituting Eqs. (2.17) and (2.18) into Eqs. (2.3) 
and (2.4), we obtain 

l' = #;K~23q:'{GI - [ep2/(1 - ep)2JG2} (2.19) 

and 

J' = K~2 ep [3«(3 - 1)[ep2G2 - (1 - ep)2Gd 
#1 (1 - ep) 

+ [(3 + ep(l - (3)J(O - ep) Fl + ep F2)], 
ep (1 - ep) 

(2.20) 

where we define 

3G - - -- -- g (0 r s)-drds 1 11 0
2 

0
2 

1 n- 2 1 n , , 
161T v v orier j OSieSj Irllsl 

(2.21) 

and 

As shown in Sec. 2.2, G1 and G2 are numbers which 
depend on the geometries of the average cells of 
material property K1 and K2 • Integrating Eq. (2.22), 
we find Fl = ep and Fz = I - IJ!. 

Substituting Eqs. (2.19) and (2.20) into Eqs. (2.17) 
and (2.18), we obtain 

K* < l. (1 + ep(oc _ 1) _ 1J!(1 - ep)oc
2 

) 

(K1K 2)! - oc! IX - (IX - l)ep + 2y{1 - tep + 1(3(4ep - 1) + 3«(3 - 1)[G1(1 - ep)2 - G21J!]2} , 

When G1 = G2 , Eqs. (2.23) and (2.24) reduce as 
expected to the symmetric-cell material bounding 
equations. 

For all possible values of IX, (3, y, ep, G1 , and G2 , 

the bounding equations (2.23) and (2.24) fall inside the 
Hashin-Shtrikman bounds. The bounding equations 
attain their highest upper bound and lowest lower 
bound for the combinations G1 = t, G2 = t. and 
G1 = t, G2 = t, respectively, for (3 greater than unity. 
When (3 is less than unity, these combinations of G1 

and G2 reverse themselves, but still give the extreme 
bounds. Hence, these combinations constitute absolute 
bounds for asymmetric-cell materials. In Sec. 2.4, we 
discussed why these absolute bounds fall inside the 
Hashin-Shtrikman bounds. 

For (3 greater than unity and ep approaching zero, 
the new bounding equations converge to the Hashin­
Shtrikman upper bound when G1 = ! and to the 

(2.23) 

Hashin-Shtrikman upper bound when G1 = t. Simi­
larly, when ep approaches unity, the same convergence 
occurs when G2 = t and G2 = i, respectively, con­
firming our conclusion regarding the geometric 
significance of these two values of G. 

In Figs. 8 and 9, we plot the new bounds for the 
combination G1 = t, G2 = i, and G1 = i, G2 = t, 
and the Hashin-Shtrikman bounds for various values 
of IX. As was the case for the effective permittivity, 
we see that the shape of the bounds found for the 
symmetric-cell material are replaced by a shape that is 
similar to the Hashin-Shtrikman bounds. 

As discussed in Sec. 2.2, the bounding equations 
developed here at small concentrations are not 
restricted to asymmetric-cell materials, but hold for 
all two-phase statistically isotropic and homogeneous 
materials. 

As was the case for the symmetric-cell material when 
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FIG. 8. Bounds on effective bulk modulus asymmetric-cell 
material for 0:: = f3 = 10, Y = 1.0; 

-- Hashin-Shtrikman, 
- - - (G l =!, G. = ii), 
---(Gl=i, G2 =!)· 

y = 1.5 (equivalent to Poisson ratio of zero) and 
rJ. = p, the bounding equations on the effective bulk 
modulus K* reduces to the bounding equations on 
effective permittivity that were previously derived.! 

All of the notions derived here for a two-phase 
random media are applicable to an N-phase material. 
Each phase would have associated with it a Gn which 
is characteristic of the average shape of the cells with 
the property of the nth phase. 

D. Determination of G1 and G2 

The following methods of determining G1 and/or 
G2 for the effective permittivity case have been 
discussed l : 

(1) Observation (i.e., look at the cross section of 
the sample). 

(2) Small-perturbation analysis. 
(3) Empirical measurement at small concentrations. 
(4) Determination from defining equations of G 

where gl and g2 are obtained from a mathematical 
experiment. 

All of these methods are again valid for determining 
Gl. and G2 • Since the G's have the same geometrical 
significance, we may find it more convenient to deter­
mine the G's by empirical measurements of one of the 
effective properties discussed1 (e.g., electric permit­
tivity, thermal conductivity) rather than the effective 
bulk modulus. 

10.0 

8.0 

4.0 

2.0 

o 0.2 0.4 0.6 0.8 1.0 

VOLUME FRACTION ,op 

FIG. 9. Bounds on effective bulk modulus asymmetric-cell 
material for CJ. = f3 = 100, Y = 1.0: 

-- Hashin-Shtrikman, 
- - - (Gl =!, G2 = t), 
- - - (Gl = i, G2 = i)· 
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APPENDIX 

The two three-point correlation functions defined 
in Sec. 2 are 

and 
r u == (,u'(O)K'(r)K'(s» 

r l == (K'(r)K'(s)/,u(O». 

(Al) 

(A2) 

For a two-phase cell-like material we can write 
Eq. (Al) in the alternate form 

r u = ,u;K?gl + ,u~K;2g2 + ,u;K~2(iill + iiil + iim 
+ ,u{K{K~(ii!2 + iii2] 

where 

+ ,u~K~2iig + ,u~K~K{[ii21 + Ii~d 
+ ,u{K;2h~~ + ,u~K;2[h22 + h~2 + Jim 

+ ,u{K~2Z1l1 + ,u{K{K~[ZU2 + Zl21] 

+ ,u~K~2Z2I1 + ,u~K~KaZ221 + Z212) 

+ ,u{ K;2Z122 + ,u~K;2Z222' 

,u{ = ,ul - (,u), ,u~ = ,u2 - (,u), 

Kl = K{ - (K), K2 = K~ - (K). 

(A3) 

gn = gn(O, r, s) is the probability that three points 
(0, r, s) are in the same cell with material property En; 
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hnm = hnm(O, r, s) is the probability that two points 
(0, r) are in the same cell with material property En 

and a point (s) is in another cell with material property 
Em; h~m = h~m(O, r, s) is the probability that two 
points (0, s) are in the same cell with material property 
En and a point (r) is in another cell with material 
property Em; h~t". = h~t".(O, r, s) is the probability that 
two points (r, s) are in the same cell with material 
property En and a point (0) is in another cell with 
material property Em; and Znm'J) = Znm'J)(O, r, s) is the 
probability that three points are in three different cells 
where points 0, r, and s are in cells with material 
properties En' Em' and E'J)' respectively. 
Also, 

gl = tpgl, 

g2 = (l - tp)g2' (A4) 

where.gn = gn(O, r, s) is die conditional probability 
that all three points are in the same cell of material 
property En' given that one of the points is in a cell 
with material property En' 

We assume 

h11 = (lh l , 

h21 = (1 - tp)tph2, 

Ml = tp2h~, 

h~1 = (1 - tp)tphL 

h~~ = tp2h~\ h~~ = tp(l - tp)h~\ 

h~l = (1 - tp)tph~\ h~2 = (1 - tp)2h~l. 

This assumption implies that the material property 
of a cell is statistically independent of the material 
property of any other cell. 

Also, 

Zm = tpaZ, 2112 = 2m = 2121 = tp2(1 -. tp)Z, 

Z122 = Zm = 2m = (1 - tp)2Z, 2222 = (1 - tp)3Z, 

(A6) 

where hn = hn(O, r, s) is the conditional probability 
that two points (0, r) are in the same cell and point 
(s) is in another cell, given that one point (0 or r) is in 
a cell of property En; h~ = h~(O, r, s) is the conditional 
probability that two points (0, r) are in the same cell 
and point (r) is in another cell, given that one point 
(0 or s) is in a cell of property En' h~l = h~l(O, r, s) is 
the conditional probability that two points (r, s) are 
in the same cell and point (0) is in another cell, given 
that one point (r or s) is in a cell of property En; and 
Z = Z(O, r, s) is the probability that three points are 
in different cells. 

By taking into account all possible ways that three 
points can fall into a cell material, 

or 

Z = 1 - gl - g2 - h11 - litl - Ii~~ - li12 - lit2 

- hg - li2l - Ii~l - lin - li22 - h~2 - lin 

(A7) 

Z = 1 - tpgl - (1 - tp)g2 - tp(hl + h~ + h~l) 
- (1 - tp)(h2 + h~ + h~I). (AS) 

Making the same substitutions as for YSI in Miller,1 
we can reduce Eq. (A3) to 

r" = ,u{Ki2tp{gl - [tp2/(1 - tp)2]g2}' (A9) 

For a symmetric-cell material this reduces further to 

r - ' K,2 tp(1 - 2tp) (A10) 
u -,ul 1 (1 _ tp)2 g. 

Similarly, Eq. (A2) may be written in the form 

K;2 K;2 
+ - 2122 + -Zm· (All) 

,ul ,u2 

Again making substitutions as for YaJ in Miller, 1 

we can reduce Eq. (All) to 

where 

(3 = ,ull,u2' 

For a symmetric-cell material we can further 
reduce Eq. (A12) to 

K,2 tp 
1'1 = _1 {«(3 - 1)(2tp - l)g 

,ul (1 - tp) 
+ [(3 + tp(1 - (3)]f11}. (A13) 
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The ~ene.ral form of a Lorentz co.vari!lnt two-~oint function is written down in momentum space as an 
expansIOn In terms of .the total SpIn elgenfu~ctlO':s. It leads naturally to a local expression for finite­
c~mp.onent ~e1ds, but Incorporates nonlocal Infimte-component fields. Explicit examples of such fields 
with IncreasIng.mass spec~rum are ~onstructed. The two-point function is shown to fall exponentially 
for large spacehke separatIOns provided that the lowest mass in the theory is positive. 

INTRODUCTION 

Usually, when one is dealing with fields describing 
particles of definite spin, the spectral representation 
of the two-point function is given by an integral in 
the total mass.1.2 If, however, a field contains more 
than one spin, then it is necessary to decompose the 
two-point function with respect also to the spin 
variable (i.e., with respect to the second Casimir 
operator of the Poincare group). This is always the 
case for infinite-component fields. We find the form 
of such a representation for a field transforming under 
an arbitrary irreducible representation of SL(2, C) 
(the result applies also to more general fields which 
can be decomposed into irreducible components). The 
clue to the solution of the problem is the use of the 
formalism of homogeneous functions of two complex 
variables (instead of the tensor formalism) in the 
description of the irreducible representations of the 
Lorentz group (see, e.g., Ref. 3 or Ref. 4, Appendix A). 

For finite-component fields, Poincare invariance 
and spectral conditions imply the equivalence between 
TCP and weak local commutativity.5 For infinite-

• Present address: Institute for Advanced Study, Princeton; on 
leave of absence from Joint Institute for Nuclear Research, Dubna, 
USSR, and from Physical Institute of the Bulgarian Academy of 
Sciences, Sofia, Bulgaria. 

1 S. Kamefuchi and H. Umezawa, Progr. Theoret. Phys. (Kyoto) 
6, 543 (1951); G. Kiillen, Helv. Phys. Acta 25, 417 (1952); H. 
Lehmann, Nuovo Cimento 11, 342 (1954); O. Steinmann, J. Math. 
Phys. 4, 583 (1963). 

2 I. Rasziller and D. H. Schiller, Nuovo Cimento A48, 617, 635, 
645 (1967). 

3 I. M. Gel'fand, M. I. Graev, and N. Ya. Vilenkin, Generalized 
Functions, Vol. 5: Integral Geometry and Representation Theory 
(Academic Press Inc., New York, 1966); Generalized Functions, 
Properties and Operations (Academic Press Inc., New York, 1964), 
Appendix B. 

• D. Tz. Stoyanov and I. T. Todorov, J. Math. Phys. 9, 2146 
(1968). 

• R. Jost, Helv. Phys. Acta 30, 409 (1957); see also R. F. Streater 
and A. S. Wightman, PCT, Spin and Statistics and All That (W. A. 
Benjamin and Co., New York, 1964). 

component fields this is not the case.6 In Sec. 3 we 
construct explicit examples of nonlocal TCP-invariant 
generalized free infinite-component fields with an 
increasing mass spectrum (with respect to spin). If 
the lowest mass in the theory is positive, then the 
two-point function (and hence both the commutator 
and the anticommutator) decrease exponentially for 
large spacelike separations. 

1. GENERAL FORM OF THE COVARIANT 
TWO-POINT FUNCTION 

A field 1p(x) transforming according to the irreduc­
i ble representation 7 [/0, 11] of SL(2, C) can be written 
down as a homogeneous function 1p(x, z) of the 
complex (Lorentz) spinor z = (ZI' Z2) (cf. Ref. 8): 

1p(X, AZ) = AVl;:V21p(X, z), (1.1) 

where the degree of homogeneity (1'1,1'2) is related to 
the number of the representation [/0' Id by 

1'1 = 11 + 10 - I, 1'2 = 11 - 10 - I (1.2) 

(we recall that the single-valuedness of the 1p implies 
that 1'1 - 1'2 = 2/0 is an integer). For the special case 
of finite-dimensional representations (for 1'1, 1'2 non­
negative integers) 1p(x, z) is by definition a polynomial 
of z and :t, its coefficients being the ordinary (spin or 
or tensor) field components. In particular, the Pauli 
two-component spinor f{J and the vector field A 

• A. I. Oksak and I. T. Todorov, Commun. Math. Phys. 11, 125 
(1968). 

1 We are using the notation of I. M. Gel'fand, R. A. Min10s, and 
Z. Ya. Shapiro [Representations of the Rotation and Lorentz Group 
and Their Applications (Pergamon Press Ltd., London, 1963)] for 
the irreducible representations of SL(2, C). M. A. Naimark 
[Linear representations of the Lorentz Group (Pergamon Press Ltd., 
London, 1964)], denotes them by [ko ,'c]. 

S Dao Vong Dye and Nguyen Van Hieu, Yad. Fiz. 6, 186 (1967) 
[SOY. J. Nucl. Phys. 6, 137 (1968»). 
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correspond in our notation to the polynomials 

2 

cp(X, Z) = :L cpa(X)Za, 
a=1 

3 

A(x, Z) = :LAI'(x)zO'l"i 
1'=0 

(further, the summation sign in similar expressions 
with repeated upper and lower indices will be omitted). 

The relativistic transformation law for 1p has the 
form 

U(a, A)1p(x, z)U-l(a, A) = 1p(Ax + a; ZA-l), (1.3) 

where A E SL(2, C) and A = A(A) is the proper 
Lorentz transformation defined by 

AO'vA* = O'I'A~ 

(0'0 is the 2 X 2 unit matrix, the O'j,j = 1,2,3 are the 
Pauli matrices). 

Consider the two-point function 

FqJtp(x - y; z, w) = <01 cp(x, z)1p(y, w) 10), (1.4) 

where cp and 1p are transforming under the repre­
sentations [10' 11] and [l~, I~], respectively. The 
spectral conditions allow us to write F in the form 

FqJtp(x; z, w) = J 1}(p)K(e; z, w)l-iVIiJ d4p, (1.5) 

where 1}(p) == O(p°)O(P2) is the characteristic function 
of the forward cone and 

(
po + p3 pI _ iP2) 

P = O'I'PI' = . - l + il pO _ p3 
(1.6) 

Lorentz invariance implies that, for each A E SL(2, C), 

K(ApA*; zA-l, WA-l) = K(P; z, w). (1.7) 
- -

Furthermore, because of (1.1), K is a homogeneous 
function of z and w of degree (VI' V2) and (V~, v~), 
respectively. 

To satisfy (1.7) we require9 that the kernel K is a 
function of the invariants, which can be formed by the 
4-vector p and the Lorentz spinors z and w. 

First we find a complete set of independent 
invariants. 

One can construct four zero-length vectors in terms 
of z and w; one obtains two real lightlike vectors 

~I' = ZC1I'Z and 1J1' = WC1I'W (1.8) 

and two complex conjugate vectors 

XI' = ZC1I'W and XI' = wO'l'z. (1.9) 

8 Actually, this requirement is not independent. We shall prove 
elsewhere that it follows rigorously from the invariance assumption. 

The equalities ~2 = 172 = X2 = 0 are a consequence of 
the identity 

E = ia2 = ( 0 1). 
-1 0 

(1.10) 

All non vanishing scalar products of these vectors are 
proportional to the product of the complex conjugate 
invariants K = ZEW and R: 

~'Y} = -xi = 21K12, $x = fJX = ~i = fJi = O. 
(1.11) 

More generally, the tensor identity holds: 

XI'XV + XI'XV = ~1'1Jv + 1J,Jv - g"i1J; (1.12) 

it implies, in particular, that 

(~p)(fJP) - (Xp)(Xp) = tp2~'Y} = p21K12. (1.13) 

Assuming 10 2 11~1 (which can be achieved without 
loss of generality by a possible interchange z ~ w) 
and taking into account the above identities, we find 
the following general form for the invariant kernel 
K (see Appendix A): 

K(p; z, w) = Klo+!O(Xp)'o-/O'(p~)'l-/o-l 

X (P'Y),l'-'·-W cos 0; p2), (1.14) 
where 

(1.15) 

(0 is the angle between; and 1) in the rest frame of p). 
The kernel (1.14) is single-valued if and only if 
10 ± I~ are integers, which will be always assumed. 

2. DECOMPOSITION OF THE INVARIANT 
KERNEL WITH RESPECT TO SPIN 

The kernel (1.14) describes, in general, propagation 
of particles of different spins (provided that the 
representation of SL(2, C) for the field is not of the 
form [/0,1101 + 1]). We shall now find the invariant 
kernels which are eigenfunctions of the spin-square 
operator 

8 2 = 1M Map _ M Mavpl'p p-2 
~ up u# v 

= Ig + I; - 1 - p-2M"l'pI'M"vpv ' (2.1) 

Here Ml'v are the generators of one of the representa­
tions [/0' '11 or [l~, I;] under consideration. In terms 
of Z, MI'V can be written as 

(

O/OZl) 
v ° 0 i v O/OZ2 

MI' = (Z Z - - - -)- [yll Y ) 1, 2, :1-' :1- 4' _, 
vZl vzz Zl 

Zz 
(2.2) 
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where yI' are the Dirac matrices in a basis in which 

y" = (0 g!J.!J.O'!J.), y5 = _i(O'O 0) 
O'!J. 0 0 -0'0 

(see Ref. 4). As far as we are looking for Lorentz­
invariant solutions [of the form (1.14)] of the equation 

[82 - s(s + l)]K(P; z, w) = 0, (2.3) 

it is convenient to go to the rest frame (p = 0) in 
which -

82 M2 tM Mii 1 ( 0 0 _)2 = = 'j = - ZO'· - - - O'·z 
• 4' oz at' 

= !(z~ _ i~)2 
4 OZ oi 

-1 { ( Z€ :z)( Z€ :J + (Z€ :Z)( Z€ :2) }. 
(2.4) 

[Acting on a homogeneous function, the first term on 
the right-hand side of (2.4) gives 19.] Substituting (2.4) 
and (1.l4)(with p = 0) in (2.3), we obtain the following 

equation for h: -

{ 
d2 d 

sin2 
() 2 - 2[l~ + (10 + 1) cos OJ--

(d cos () d cos () 

+ [s(s + 1) -10(10 + 1)]}h(COS 0; p2) = O. (2.5) 

The general soiution of this equation, regular for 
cos2 () = 1, is 

h.(cos (); p2) = P.(l)p~~tolo'.lo-lo'\COS (), (2.6) 

where the p~IJ·/l)(x) are the Jacobi polynomials 

(/0 ~ Il~D. 
We would arrive at the same result starting with an 

8 2 in which M"V are the generators of the representa­
tion [l~, la expressed in terms of wand %w (this is a 
consequence of the spin conservation and can be 
checked directly). 

In general, h(cos (),p2) is a superposition of the 
spin eigenfunctions (2.6); s takes a finite number of 
values if at least one of the representations [/0' II] and 
[/~, I~] is finite-dimensional; otherwise it assumes all 
values of the form 10 + n where n is a nonnegative 
integer. 

In the important special case where tp = p* (and, 
hence, 10 = -l~ ~ 0, l~ = 11) the corresponding 
decomposition of the invariant kernel reads 

K(p; z, w) = I p.(p2)K.(p; z, w) 
- 82:10 

= (z ew)2fO( z ei)11-10-1( wewi,-Io-l 
X ~ P8(p2)P~~;:o)(cos 19). (2.7) 

82: 10 

We point out that the kernels K" defined by (2.7) are 
positive-definite in this case because 

8 

K.(p; z, w) = A I U8~(P, z)u.~(p, w), (2.8) 
~=-. 

where A is a positive constant, 

uip, z) = f8;(zBrJ, 
Bp = pO + m + O'ip i/[2m(pO + m)]t, (2.9) 

and. the /., are the canonical basis vectors (see 
Appendix B). 

For finite-dimensional representations of SL(2, C), 
II - 10 is a positive integer and K. is a polynomial 
with respect to p. In that case, the (weak) locality 
condition for the two-point function is equivalent to 
rcp invariance,5 which implies6 

(01 qJ(x, z)p(y, w)* 10) = (01 p(x, w)*p(y, z) 10). 

(2.10) 

For instance, for a local tensor field 1jJ([lo, Id = 
[0, n + 1]) Eq. (2.7) reduces to 

n 

= [(P;)(PI1)r ~ Ps(l)psCcos 19) 
8=0 

n 

= I P8(l)K~1'" !lnV
,'" Yn(p);!l1 ... ;".l1v1 .. ·l1v. 

8=0 

(2.11) 

where Kf' ... v" is a homogeneous polynomial of p of 
degree 2n obtained from 

by a symmetrization with respect to PI ... Pn and 
VI' •• vn and by a symmetric subtraction of traces, in 
a way such that 

Taking into account that ~ and 11 defined by (1.8) are 
lightlike vectors, we see that both Kt'··· v" and 
R:"" v" lead to the same expression (2.l1) for K",,,, •. 

For infinite-component fields the locality of the 
two-point function is rather an exception. It implies 
that K is a polynomial with respect to p!l with coeffi­
cients depending on p2 only.10 As an example of a 

lON:N. Bogoliubovand V. S. Vladimirov, Nauchn. OokL Vyschei 
Shkoly, Fiz. Mat. Nauk. 1, No.3, 26 (1958); 2, No.2, 179(1959). 
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local infinite-component field we take the free field 
tp(x, z) of mass m, transforming under some unitary 
representation [/0' iO'l of SL(2, C) (of the principal 
series). In this case 

K",,,,.(p; Z, w) = (ZP~)IO(zp:)iab(z€W)b(p2 - m2), 
wpz wpw 

(2.13) 

where b(z€w) is a two-dimensional b function which 
is a homogeneous function of degree (- I, - 1) of its 
complex argument (see Ref. 3). In this case the first two 
factors do not depend in fact on p because of the 
first b function. For real self-conjugate representations 
(10 = 0, 11 real), the free local field rp of mass m 
corresponds to 

K",,,,'(p; ~, 'f/) = (~'f/yl-Ib(p2 - m2
). (2.14) 

Both examples (2.13) and '(2.14) correspond to 
infinite-mass degeneracy with respect to spin. This is 
not accidental. Grodsky and Streater showed recentlyll 
that an infinite-component field with polynomially 
bounded two-point function in momentum space can 
be local only for infinite-mass degeneracy. 

3. EXAMPLES OF NONLOCAL INFINITE­
COMPONENT FIELDS WITH INCREASING 

MASS SPECTRUM 

In agreement with the above-mentioned general 
result,ll all examples of infinite-component fields with 
a nontrivial mass spectrum, obtained by specializing 
the coefficients p.(p2) in (2.7), correspond to nonlocal 
theories. However, if the lowest mass of the theory 
is positive, i.e., if all Ps(P2) vanish for p2 < m~ (> 0), 
then, just as in conventional theory of finite-com­
ponent fields, the two-point function (1.5) goes to zero 
as rAe-mOr (with some real,1) for,2 = -(x - y)2 -+ 00 

(see Appendix C). The same is true (as a consequence) 
for the vacuum expectation values of both the com­
mutator and the anticommutator of rp and rp* (it 
would be interesting to find some more subtle 
criterion for locality which would permit us to dis­
tinguish between those two). 

We shall give here a class of examples of generalized 
free nonlocal fields with increasing mass spectrum 
in which the sum over s can be taken explicitly. 

For that purpose we put 

NCs
- l

• 2 2 
P.(p) = !+l b(p - ms), m. = mO + a(s - (0)' 

m/ 1 

N > 0, 0 < C,:S;; 1, mo> 0, a > O. (3.1) 

.11 I. T. Grodsky and R. F. Streater, Phys. Rev. Letters 20, 695 
(1968); see also H. D. I. Abarbanel and Y. Frishman, Phys. Rev. 
171, 1442 (1968), where a similar conclusion has been drawn. 

Substituting (2.7) with this P. in (1.5) and putting in the 
(s - lo)th term of the sum p = msn, we obtain 

F -(x' z w) = N [ Qe-· mon", "'''' " J nO=(l+n")! 

<Xl d3 
X ~ (ce-ian",)"-lop(0,2Io) ~ 

..:.. "-1o 2 II 8=10 n 

= N2210 [ Qe-imo(n",) 

J nO=(1+n2)t 

X 1. [R + ce-ia(nx) + 1]_zlod3n 
R 2no 

(3.2) 
where 

R = {I - 2c cos ()e-ia(no;) + c2 exp [-2ia(nx)]}1, 

Q = (Z!!W)210(Z!!zyl-Z0-\W~Wyl-zo-1 , (3.3) 

and the range of integration is the upper unit hyper­
boloid nO = (l + n2)!. All other two-point functions 
(as well as all truncated Wightman functions) are 
zero by definition. The field rp(x, z) so defined is 
TCP-invariant but not weakly local. For the mass­
degenerate limit a = 0, if we put c = I, ma = m, 
10 = 0, and II = ~, we find a local field of the type 
(2.14). 

It would be interesting to analyze the implications 
of locality on the two-point function in the case when 
it is a Jaffe-type generalized function,I2 and to find 
whether the Grodsky-Streater "no-go theorem" 11 can 
be extended to this case also. We hope that a further 
investigation of the examples provided by the repre­
sentation (1.5) and (2.7) may give some hint for the 
solution of this problem. 
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APPENDIX A: DERIVATION OF THE 
REPRESENTATION (1.14) FOR THE 

INVARIANT KERNEL 

We first determine the general form of the invariant 
monomial 

M = KalK"2(Xp)bl(ip)b2(~p)"(r;p)d 
12 A. M. Jaffe, Phys. Rev. 158, 1454 (1967). 

(AI) 
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of degree of homogeneity (VI' V2) [Eq. (1.2)] with 
respect to z and (v~, v~) with respect to w. Recalling 
the definition of K, ~, 'fl, X in terms of z and w [see 
(1.8), (1.9)], we find the following set of equations 
for the exponents in (AI): 

a 1 + b1 + C = VI = 11 + 10 - 1, 

al + b2 + d = v{ = I{ + I~ - 1, 

a2 + bz + C = 1'2 = 11 - 10 - 1, 

a z + b1 + d = v~ = J{ - J~ - 1. 

(A2) 

The general solution of the system (A2) may be 
expressed in terms of two arbitrary parameters k 
and A: 

a1 = 10 + J~ + k, az = k, 

hI = }. + 10 - l~ - k, b2 = I. - k, (A3) 

c = II - 10 - 1 - }" d = J{ - 10 - 1 - ) .. 

Substituting (A3) in (AI) and using (1.13) and (1.15), 
we find 

M = Klo+lo'(Xp)IO-lu(~pyl-lo-l 

(tjP)!l'-!O-l( KK_ )k(Xp· XP)}. 
XP'XP ~P''flP 

= Klo+10'(Xp )10-10'( ~p )11-10-1( 'flP y,'-lo-1 

X [2\p2lt\1 - cos oy(1 + cos O)A-k. (A4) 

The homogeneous invariant kernel K is a superposi­
tion of such monomials and hence has the form (1.14). 

We mention that the scalar products p~ and prJ are 
always positive (for ~o = 1;1, 'YJo = 1111, pO > Ipl) so 
that any (complex) power of these products is well 
defined and regular in the domain of integration in 
(1.5). This is not the case for the first two factors in 
(A4) [or (1.14)1. That is the reason why we ask the 
exponents of K and XP to be positive and apply (1.14) 
only for '0 ;;:: I/~I. If we had instead, for instance, 
,~ ;;:: 1'01, we should put A = I~ - 10 + A' and rewrite 
(A4) in the form 

M = Klo+lo'(Xp)lo'-IO(~pyl-1o'-I('f}p)11'-lo'-1 

(1 - cos O)k (1 + O)A'-k (AS) 
X 2).' (p2)1c cos , 

implying a corresponding modification of (1.14). 

APPENDIX B: EXPLICIT EXPRESSIONS FOR 
THE CANONICAL BASIS AND THE SPIN 

EIGENFUNCTIONS AND PROOF OF 
THE SUMMATION FORMULA (2.8) 

The transition from the continuous variable 
z = (Z1' Z2) to the discrete indices s' is given by the 
expressions of the vectors IsO = /.,(z) of the canonical 
basis. We shall present them in a form which exhibits 
their relation to the matrix elements of the irreducible 
representations of SU(2) and allows automatic sum-

mati on over the spin projection to be performed [in 
particular, to prove (2.8)], 

To do this we introduce generalized polar co­
ordinates in the two-dimensional complex space 
1)utting 

21 = (r)! cos tOeii(.+,p" Z2 = (r)t sin tOe!i(a-",,, 

r ~ 0, 0 ~ 0 ~ 71", 0 ~ cp < 271", 0 ~ IX < 471". 

(Bl) 

It is easy to express the generators of SL(2, C) 
in terms of these variables. The infinitesimal genera­
tors of the SU(2) subgroup (the "compact generators") 
depend only on the angles 

M3 = -i~ 
ocp , 

M± = Ml ± iM2 

= e±;"'(± ~ + _i_1. __ 1_' ~). (B2) 
JO tan (} ocp sin 0 arx ' 

the generators of the pure Lorentz transformations 
have the form 

N 3 = i(r cos 0 ~ - sin 0 ~), or 00 

N± = N1 ± iN 2 = e±i"'(ir sin 0 ~ + i cos 0 ~ . or 00 

1 0 1 0) (B3) 
=f sin 0 acp ± tan (j alX . 

The canonical basis for any irreducible representation 
(/o,/d of SL(2, C) is defined by the set of properly 
normalized eigenvectors Is') of M2 and M3 (see 
Refs. 4, 7): 

M2 Is') = s(s + 1) Isn, M3 Is') = , Is'), 
s = 1'01,1101 + I, ... , -s ~ , ~ s. (B4) 

The conventionally normalized4 solution of Eqs. 
(B4) has the form 

(BS) 
where 

A = Aloll 
S S ! 

= [(2S + 1) res + 1 - ll)r(llol + 1 + 11)J (B6) 
fWoI + 1 - 11)r(S + 1 + [1) 

and Dl~~ are the matrix elements of the irreducible 
representation of SU(2) (corresponding to spins) as 
functions of the Euler angles; they can be expressed 
in terms of the Jacobi polynomials as 

D(s)(1X 0 ) = [(S + ~)!(s - ,)!}t eW.x+'''')(tan ~Or{;'!o 
10' ' ,cp (s + 10)!(s -/o)! 2 

X (t sin O)I"p!~I;j&,!o."I+{;'!o)(cos 0), 

&, = sgn , = ,mi. (B7) 
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Equation (BS) allows sum rules to be obtained for products of two basic vectors f: 

(B8) 

where (a, 6, cp) are the Euler angles corresponding to the product of rotations (a}, 6}, cp})( a2 , 62 , C(2)-I: 

cos 0 = cos 6} cos 62 + sin 6} sin 62 cos (cp} - C(2) 

daH) cos t(01 - ( 2) + i cos t(O} + (2) tan t( CPt - C(2) Ha,-a,) 
e = e , 

COS tee} - (2) - i COS HO} + (2) tan H CPI - C(2) (B9) 

i(~-'P) sin HO} - (2) - i sin HOI + (2) tan t( CPt - C(2) i(«,+<<2) 
e = e . 

sin HO} - ( 2) + i sin HO} + (2) tan l( CPt - C(2) 

Comparing (2.7) with (B8) and (B9), we check (2.8). 

APPENDIX C: ASYMPTOTIC BEHAVIOR OF 
THE TWO-POINT FUNCTION FOR LARGE 

SPACELIKE SEPARATIONS 

We shall only outline the derivation of the exponen­
tial decrease of the two-point function (1.15) (in a 
theory with a lowest positive mass mo) without going 
into mathematical details. 

To state the problem properly we have to pass from 
the continuous variables z and w to vector variables 
f and g belonging to the representation space [the 
function Fq;iX; z, w) is, in general, a distribution of z 
and w-it may not be defined for some special values 
of these parameters). Namely, let the field "P(x, z) be 
transforming under the irreducible representation 
T = [/0' I}], and letf(z) E Dr' where Dr is the set of 
homogeneous function of degree (I.2), infinitely 
differentiable in the whole complex space C2 except 
the origin. Then, in general, only the linear functional 

"P(x,f) = 5J (Z} , 1)"P(x; ZI' 1) d2ztCJE D_r) (Cl) 

has a meaning (as an operator-valued distribution in 
S(R4»). 

In these terms the two-point function can be 
written in the following way: 

F",,,,.(x;J, g) = (01 CPctx,f)cp(-tx, g)* 10) 

= L (oo.das(m 2
) 

B2: lo1mo 
xl K (n)e- imruv d

3n 
2 -l S , 

no=(}+n )" no 

where, in accordance with (2.7), 

K.('1) = f f J(Z(1)(zw!:!w(1)f·1o 

X ( - )l,-lo-}( - )[,-lo-} 
Z (1)!!Z ()) w (1)!! w (1) 

x p(O,210)(COS 6)g(w ) d2z d2w 
.-10 (l) 1 1 " 

(e2) 

(C3) 

and z(1) = (z}, 1), w(1) = (WI> 1) [as being related to 
Ps of (2.7)]. 

Now we put XO = ° and choose the third axis 
along x [so that x = (0,0, r), r > 0]. 

We see from (C3) that, for k sufficiently large, 

Ok (1 ) -he -Kin) on 3 no 

is absolutely integrable. This permits us (after a 
repeated integration by parts with respect to n3 and 
a subsequent integration in n} and n2) to rewrite (C2) 
in the form 

with 

f ~ Ok ( 1 ) F.(na) = j -k - K.(n) dn} dn 2 · 
ona no 

From the explicit expression of Ks (C3), we see that 
F.(n

3
) is analytic in the strip 

-i < na < i 
and may have a power-type singularity for n3 = i, 
which we shall write in the form ' 

e/(na + i)A+k+l 

(J. being real), This permits shifting the contour of 
integration in (C4) to na = i + y; we finally obtain 

F ",,,,.(0,0,0, r;f, g) 

= rJ.e-morjetJ.e-(ffl-mO)rG.(m2) da.(m2), (C5) 
fflO 

where Gs is a continuous polynomially bounded func­
tion of m2

• This proves that, apart from a power of r, 
the two-point function decreases like e-fflOT for large 
spacelike separations r. 
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Perturbation Method for a Nonlinear Wave Modulation. II 
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A perturbation method given i~ a previo~s paper of this s~ries is applied to two physical examples, the 
elect~on plasma wave and a nonlInear Klem-Gordon equatIOn. In 'these systems, and probably in most 
~hyslcal systems, an .as~umed ~ondition for a mode of I = 0 is not valid. Consequently, the direct applica­
tl?n of the method IS ImpossIble. In the present paper, we shall illustrate by these examples how this 
dIfficulty can be overcome to allow us to use the method. As a result we shall find that, in either case the 
original equation can be reduced to the nonlinear Schrodinger equation. ' 

1. INTRODUCTION 

In a previous paper l of this series, we formulated a 
perturbation method to account for a modulation of 
plane waves due to nonlinear self-interactions. A 
system of equations, which we considered, was 

oU + A(V) oV + n(V) = 0, 
Ot Ox 

for a column vector V with n components, where the 
n X n matrix A and the column vector B are, in 
general, vector-valued functions of V, see Eq. (1.1). 
(Ll) denotes Eq. (1) in I. In what follows, this nota­
tion will be used for any equations in I.] First, the 
system was linearized about a constant solution Vo 
to characterize the plane waves by means of the dis­
persion relation [Eq. (1.4)]: 

det W±l == l=Fiwl ± ikAo + \lBol = 0. 

Then, for the matrices WI (l = 0, ±2, ±3, ... ), we 
assumed that (Eq. (1.4')]: 

det WI ¥- 0, 1'1 ¥- l. 

However, as was noted at the end of I, in physical 
problems the condition is not, in general, valid for 
, = 0. Consequently, the method cannot be applied 
directly. In the present paper, we show by examples 
that, nevertheless, the method is still applicable to such 
systems. 

The first example given in the next section is the 
electron plasma wave in a background of fixed ions, 
in which case the use of Poisson's equation as a 
subsidiary condition enables us to determine succes­
sively the components of 1=0, i.e., VriaJ's of Eq. 
(1.5). For other modes of I :pi:. 0, one can follow the 
process of I. We are thus able to exhibit a reduction 

1 T. Taniuti and N. Yajima, J. Math. Phys. 10, 1369 (1969). This 
paper will be referred to as I. 

of the original system of equations to a single tractable 
nonlinear equation. The equation is the nonlinear 
Schrodinger equation (1.16), which admits a further 
reduction to the Kortweg-de Vries equation. Special 
solutions in the lowest order of perturbation will be 
given in explicit forms. 

In Sec. 3 a nonlinear Klein-Gordon equation is 
discussed as an example. Transformation of the 
second-order equation into the matrix form (1.1) is 
straightforward but shows that det Wo also vanishes. 
The difficulty can be overcome in a way similar to that 
for the electron plasma wave, and, furthermore, the 
original equation is reduced to a nonlinear Schro­
dinger equation. 

2. ELECTRON PLASMA WAVE 

The equations governing the one-dimensional 
motion of an isothermal electron fluid without dis­
sipation2 are the continuity equation 

on + u on + n au = ° 
ot ox ox 

(ia) 

and the momentum balance-equation 

OU + u ou + KTe on + !.. E = 0. (ib) 
at ox mn ox m 

Here, nand u are the density and the flow velocity, 
respectively, m and e are the electron mass and charge, 
respectively, K is the Boltzmann constant, Te is the 
constant temperature, and E denotes the longitudinal 
component of the electric field. The hydrodynamic 
equations (la), (I b) are coupled with Poisson's 
equation 

oE 
- = 41Te(no - n), 
ax 

(lc) 

• L. Spitzer, Physics of Fully Ionized Gases (lnterscience Publishers, 
Inc., New York, 1962), Sec. 3. 

2020 
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where no is a constant density of fixed ions. Equations 
(la)-(Ic) constitute a complete set of equations which 
determine n, U, and E. However, in order to work with 
the system of equations written in the form of (1.1), 
we consider, instead of Eq. (Ic), the longitudinal com­
ponent of the first Maxwell equation, 

aE _ 47Tenu = 0. 
at (ld) 

Then Eqs. (la) and (ld) imply that Poisson's equation 
(lc) perpetuates if it is valid initially. Consequently, it 
may be considered as a subsidiary condition. Thus, 
we have the system of equations [Eq. (1.1)]: 

au + A au + B = 0, 
at ax 

with the representations 

u=G). (2a) 

A = (KT~mn : ~), 
,0 ° U 

(2b) 

B = ( (ej~)E). 
- 47Tenou 

(2c) 

A constant solution U(O), about which the expansion 
(S.1) is considered, may be taken as 

(3) 

Then the matrix WI' i.e., - iwlI + iklAo + Til Bo, 
becomes 

( 

-ilw ilkno 0) 
ilka2jno -ilw ejm 

° -47Teno -ilw 

(4a) 

and det WI = ° yields the dispersion relation 

(4b) 

where Wo is the plasma frequency (47Tnoe2jm)! and a the 
thermal velocity (KT./m)!. Thus, the vectors Rand L 
introduced through Eqs. (9) and (1.9') are 

R = (w/~no), 
i47Tejk 

(Sa) 

L = (a2/no, w/k, -ie/mk). (Sb) 

Computations of the coefficients oc and p given by 
Eq. (1.14) are straightforward, and we have 

oc = 2oi/nok2, (6a) 

f3 = -jw~a2jwk2no. (6b) 

Since det WI does not vanish for any I except ° and 
± I, one can directly calculate R~2) of Eq. (I.lSa): 

( 

4W2 + 2w~ ) 
R~2) = -3 1 2 w(4w2 - w~)/nok . 

nowo 
i47Te(2w2 + w~)/k 

(7) 

However, det Wo obviously vanishes; hence, Uci2) and, 
consequently, R~2) can not be given by Eq. (I.lSb), 
and the method of solution of I is not directly applic­
able. In the subsequent discussions, we show that by 
means of the subsidiary condition (Ic), the difficulty is 
overcome and the Ucia)'s are determined successively. 
First, we note that for I = 0, the left-hand side of Eq. 
(lc) is 

E\aE~u/a~) + E3(aE~2)/a~) + .... 
Hence, one has immediately that 

n~u = 0, 

whence Eq. (1.7a) for I = ° (i.e., WoUri1) = 0) yields 

u~u = E~u = 0, 

and, consequently, 

U~u = 0. (8) 

Substituting Eq. (8) in Eq. (Ic), we find that 

n~2) = 0. 

On the other hand, for I = 0, Eq. (1.7b) becomes 

WOU~2) + ik[(TilAo . R*)R - (V' Ao . R)R*] 14>(°1 2 = 0. 

I t is easy to see that this equation determines all the 
components of Uci2) except n~2). After elementary 
calculations we thus obtain 

u~" = ~::(~) 14>(1)1
2 

,0 

(9a) 

or 

R(2) = -2W(0) o 2 1. 
nok 

° 
(9b) 

In this way, we can proceed to any desired order in E. 

Substituting Eqs. (7) and (9b) in Eq. (1.l4c), 

y = ia2w(8w2 + w~)/3n~w~, 
and we finally obtain Eq. (1.16): 

a-/.(I) a 2-/.(1) 

i _'f'_ + P _'f'_ + q Icp(1)1 2 cp(U = ° 
~ ar . 

(10) 

(lla) 
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Here p and q are given by the equations 

p = /i/lal = w~a2/2w3, (11 b) 

q = Y/lal = -k2a\8oi + w~)/6n~ww~. (llc) 

Special solutions can be found easily. Assume, for 
cp<1l, the form 

cp(l) = fa) exp (-j)JT), 

where v is a positive constant. 
Let / be a real function of ~. Then one has 

d"l + y, + ,,3 = 0 
d~2 J YJ ' (12) 

in which y and yare equal to vip and q/p, respectively, 
e.g., 

y = 2w 3v/(woa)2, (13a) 

Kortweg-de Vries equation. That is, consider the 
solution of the form (1.19) 

cp(1) = P~ exp [if 0'2~~J (17) 

to obtain the system of equations [(1.20a) and (I.20b)] 
for P and 0': 

ap ap aO' 
aT + 0' a~ + P a~ = 0, 

aO' + O'aa _ 2pqap -li.{(!)! i[(!)~apJ} = o. 
aT a~ a~ a~ P a~ P a~ 

Here, we note that Eqs. (1.20) admit the solitary wave; 
namely, under the boundary condition for ~ ---+ 00, 

P = Po, 

y = _w2k2(8w2 + w~)/3n~w~. (13b) one has 
0' = a* - 0'00' aro > 0, 

Hence, in this case, the system is equivalent to the 
motion of a mass point under the potential 

(14) 

Figure 1 shows that the motion is oscillatory for 
amplitudes below the critical amplitude (-y/y)! = 
(-v/q)!, for which/becomes 

/ = (-v/q)! tanh [(v/2p)!~]. (15) 

If / is complex valued, we have the plane wave 
(1.18), i.e., Eq. (Ila) is satisfied by 

/ = CPo exp (is~), (l6a) 

provided s is given by 

v = pS2 - qcp~. (16b) 

Since pq < 0, as was shown in Eq. (1.20) below, the 
plane waves are stable for modulation, and Eq. (1Ia) 
can be reduced, in an asymptotic sense, to the 

v 

f 

FIG. 1. Potential curve. 

0'= a* - O'oo{l - (1 - M2) 

X sech2 [(a*/2p)(1 - M2)!a - a*T)]}-l, (18a) 

P = Po - Po(I - M2) 

X sech2 [(a*/2p)(1 - M2)~a - a*T)], (I8b) 

where a* is the effective sound velocity equal to 
(-2pqpo)~, whence M is the Mach number O'ro/a*, 
which is less than unity in order that the solitary wave 
exist. Then an expansion in terms of a small param­
eter fl (> 0), 

P = Po + flPl + fl2 P2 + ... , 
a = fla1 + fl20'2 + ... , 

yields the Kortweg-de Vries equation for PI and a1 : 

aa1 ~ a aa1 _ 0'100 (aa1) _ L a
3
a1 = 0 (19a) 

aT' + 2 1 a~' 2 a;r 2a* a;r3 ' 

Pl = (po/a*)(a1 - 0'100)' (19b) 

in which t and T' are stretched coordinates defined as 

, .a 
T = fl2T. 

We have assumed 0'1 ---+ 0'100 > 0, PI ---+ ° for; ---+ 00. 

From Eq. (19a), we get the solitary wave 

0'1 = 0'100 - 20'1'" . sech2 [t(20'1",a*/p2)!~'] (20) 

which, of course, also results from Eq. (18a) if we 
put M2 = 1 - 2fl and a", = 0'100' Substituting Eq. 
(20) in Eq. (17) gives 

cpU) ,...., pg(1 + aI2a*)[exp (~iVT)] 

X exp {iO'oo[~ - (2/b) tanh b(~ - a*T)]}. (21) 
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Here, a and a oo stand for {teal - al oo) and {tal 00 , which implies 
respectively, and r5 designates l(2a ooa* {tJp2)!, where det W! =F 0, 

3. NONLINEAR KLEIN-GORDON EQUATION 

Consider the nonlinear Klein-Gordon equationS 
for a real scalar function 1p: 

unless III is zero or unity. Hence, the U?), except U~l), 
are given by Eqs. (1.8), i.e., 

U\1) = 0, for 1/1 ~ 2, 

uio = c/>(l)R, 

(2Sa) 

(28b) 

(22) where R is the column vector introduced in Eq. (1.9) 
and takes the form 

where m and K are real constants. Introducing X and 
c/> by the equations 

01p 
X - ox = 0, (23a) 

a1p 
cP - at = 0, (23b) 

and differentiating Eq. (23a) with respect to t, we can 
bring Eq. (22) into the matrix form (1.1): 

au + A au + B = 0. 
ot ax (24) 

Here, U, A, and B take the forms 

u=G), (25a) 

A = (-~ -~ ~), 
° ° ° 

(25b) 

(25e) 

In what follows, Eq. (23a) will be regarded as a 
subsidiary condition which perpetuates if it is valid 
initially. We now assume the expansion (1.5) about 
the constant solution 

Uo = O. 

Then the matrices W! are expressed by 

(

-UW -ilk m2) 
W! = -ilk -ilw ° . 

-1 0 -ilw 

The dispersion relation det W±l = 0 becomes 

w 2 - k2 - m2 = 0, 

(26) 

(27) 

3 L. I. Schiff, Phys. Rev. 84, 1 (1951); W. Thirring, Z. Natur­
rorsch. 7a, 63 (1952). 

(29a) 

The corresponding row vector L may be given by 

L = (w, -k, -im2). (29b) 

Since det Wo vanishes also in this example, a different 
method is required to account for vria ). Consider the 
component 1= ° of Eq. (24). For the first order in 
E, it yields 

./.(1) - 11,(0 - O. 
'1'0 - TO - , 

hence, the subsidiary condition (23a) yields 

X~l) = 0 

and, consequently, we have 

U~ll = O. (28c) 

Similarly, by substituting Eqs. (28a) and (28c) in Eqs. 
(24) and (23a), for the second order in E we have 

(30a) 

Computations of the U:2) (I =F 0) are straightforward: 
Since 

VAo = VVAo = VVBo = 0, 

we find from Eqs. (I2c), (I2d), and (I5a) that 

U~2) = UC:~ = R~2) = 0, (30b) 

and solving Eq. (1.10) for Ui 2 ) yields 

u\" = +'''R + fth", (30c) 

Introducing Eqs. (29) and (30) into Eqs. (I.14) yields 

rx = 2w2 , (31a) 

f3 = -im2Jw, (31b) 

y = 3iwK. (31c) 
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Hence, we have Eq. (1.16): For a negative K, pq is positive so that this equation 
admits the solitary-wave solution, such as that given 
by Eq. (I.l7), while the plane waves are modulationally 
unstable as was stated before in Eq. (1.18). On the 
other hand, if K is positive, we have the solutions such 
as those given in Sec. 2 for the plasma wave, and the 
equation can be reduced to the Kortweg-de Vries 
equation. 

0,,/..(1) 02 ,,/..(1) 

i _'f'_ + P _'f'_ + q Irp(1l12 rp(1) = ° 
0'1' 0~2 ' 

with 

q = -3K/2w. 
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Certain matrix transformations of the free-particle Dirac equation are described as momentum­
dependent SO(4, 1) transformations. Such of these belonging to anyone of five subgroups G(<X) (oc = 
0, 1,2,3,4) are canonical, preserving the Lorentz-invariant Dirac scalar product in a corresponding one 
of five modes of expression. The Dirac equation itself is linear in all five componentsp~ [Pu (ft = 0, 1,2,3) 
is the four-momentum operator, and p. = ml of the "five-vector" p, and a transformation in GIP) has the 
additional property that the component Pp appears linearly also in the transformed equation. The 
Mendlowitz and the Foldy-Wouthuysen-Tani transformation accordingly are in GIO), the SO(4) sub­
group; and that proposed by Chakrabarti is in G(4), the SO(3, 1) subgroup associated with homo­
geneous Lorentz transformations. For any p', obtained from p by a momentum-dependent SO(4, 1) 
transformation, there is a corresponding transform of the Dirac equation. Where PO! appears in the Dirac 
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the Dirac equation, the Lie algebra of the Dirac 
matrices Y", etc.1- 7 In this paper, the connection 
between Eq. (1.1) and the group SO(4, 1) in particular 
is exploited in the development of a unifying group­
theoretical description of certain canonical momentum­
dependent transformations of the equation. 

(y"p" - m)1p(D) = 0, (1.1) 
where 

io 
p" = -, ft = 0, 1, 2, 3, (1.2) 

ax" 
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of the Dirac-Clifford algebra, with 
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[We choose the diagonal metric with goo = -gn = 
-g22 = -gss = 1; and, with no significant loss of 
generality, we take Yo, iY1, iY2' iys, and iYa 
(= iYOY1Y2YS) to be Hermitian.] 

The transformation properties of the bispinor 
function V'(D)(x) with respect to the restricted homo­
geneous Lorentz group SO(3, 1) are well known. 
However, it has also been long known that larger 
groups, in fact certain groups of rotations in five- and 
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Rev. Mod. Phys. 17,200 (1945); J. A. de Vos and J. Hilgevoord, 
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113 (1965), and references given therein. 

7 A. O. Barut, Phys. Rev. Letters 20,893 (1968). 
8 A. J. Bracken and H. A. Cohen, Progr. Theoret. Phys. 41, 816 

(1969). 
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Hence, we have Eq. (1.16): For a negative K, pq is positive so that this equation 
admits the solitary-wave solution, such as that given 
by Eq. (I.l7), while the plane waves are modulationally 
unstable as was stated before in Eq. (1.18). On the 
other hand, if K is positive, we have the solutions such 
as those given in Sec. 2 for the plasma wave, and the 
equation can be reduced to the Kortweg-de Vries 
equation. 

0,,/..(1) 02 ,,/..(1) 

i _'f'_ + P _'f'_ + q Irp(1l12 rp(1) = ° 
0'1' 0~2 ' 

with 

q = -3K/2w. 
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(tp~D), tp~D) of any two solutions tpi~)(x). The five has, from (l.l) and (1.6), 
expressions are all simple in the momentum repre- (D)± 

(y"k" - m)Xl,2 = o. sentation, introduced by defining 
(1.12) 

tp(D)(xo, x) = (27T)-!f w(~km) eik'X{e-iW(k,m)"'oX(D)+(k) 

+ e+iW(k,m)"'oX(D)-(k)}, (1.4) 

where 
(1.5) 

and with, conversely, 

X(D)±(k) = ~w(k,m)"'oUw(k, m) ± po](27Tri 

X f d3xe-ik'Xtp(D)(xo, x). (1.6) 

Then the well-known coordinate representation form 

(tprDl, tp~Dl) = r d3xtpiDlt(xo, x)tp~Dl(xo, x), 
J~o const 

(1.7) 

where tp(D)t is the Hermitian conjugate of tp(D), yields 

the five expressions 

(tplD), tp~D) 

= f W2~:~ m) {XlDl+t(k)X~D)+(k) + XiDl-t(k)X~Dl-(k)} 
(1.8a) 

=f d
3

k {ilDl+(k)X~Dl+(k) - iiDl-(k)X~Dl-(k)} 
mW(k, m) 

(1.8b) 

and 

=f d
3

k {ilDl+(k)Y;X~Dl+(k) 
w(k, m)ki 

- iiD)-(k)YiX~Dl-(k)} 

(i = 1,2, or 3; no summation); (1.8c) 

where 

(1.9) 

The equivalence of these five expressions is established 
using the identity 

k"ilDl±(k)X~Dl±(k) = milDl±(k)y"X~Dl±(k), (1.10) 

where we define 

(1.11) 

Equation (1.10) in turn follows9 from the fact that one 

• The proof is a simple extension of that for the case X~D) ± = 
X~D) ± as given, for example, in S. S. Schweber, An Introduction to 
Relativistic Quantum Field Theory (Row Peterson & Company, New 
York, 1961), Chap. 4, preceding equation (129). 

In BC we considered momentum-dependent matrix 
transformations of the form 

tp(D)(x) __ tp'(x) = V(p, m)tp(D)(x), (1.13) 

leading to the equation 

V(p, m)[y"p" - m]V-l(p, m)tp' = O. (1.14) 

Five special classes of such transformations were 
presented, with every transformation in a given class 
having two properties characteristic of that class. 

The first of these properties is that the linearity in a 
corresponding one of the five quantities p", rn is 
maintained in the transformed equation. In this way 
''po-, ''pl-' ''p2-, "P3-, and "rn-linear" equations are 
obtained. 

Amongst the "po-linear" forms, one finds the 
Foldy-Wouthuysen-Tani1o equation 

POtp(F) = yow(p, rn)tp([I'), 

with, in this case, 

(1.15) 

(1.16) 
where 

F(p, m) = exp [Y' p arc tan (ll!l)J. (1.17) 
21pl m 

Also of the "po-linear" type is the equation proposed 
by Mendlowitzll : 

Potp(M) = w(p, rn)yo ~~IP tp(M), (1.18) 

where 

with 

M(p, rn) = exp [- y. p arc tan (!!:)J. (1.20) 
21pl Ipl 

Amongst the "rn-linear" equations is that proposed 
by Chakrabarti l2 : 

€(Po)(PIlP")!Yotp(C) = rntp(C), (1.21) 
where 

(1.22) 
and 

(1.23) 

10 L. L. Foldy and S. A. Wouthuysen, Phys. Rev. 78, 29 (1950); 
S. Tani, Progr. Theoret. Phys. (Kyoto) 6, 267 (1951). The transforma­
tion was in fact earlier proposed by M. H. L. Pryce, Proc. Roy. Soc. 
(London) 195A. 62 (1948). 

11 H. Mendlowitz, Phys. Rev. 102, 527 (1956). The transformation 
was rediscovered by M. Cini and B. Touschek, Nuovo Cimento 7, 
422 (1958); and independently by S. K. Bose, A. Gamba, and E. C. 
G. Sudarshan, Phys. Rev. 113, 1661 (1959). 

.. A. Chakrabarti, J. Math. Phys. 4, 1215, 1223 (1963). 
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with 

C(p) = exp {- E(PO)YoY· P arc tanh (ill)}. (1.24) 
21pI IPol 

The simplest "P3-linear" form obtained is 

where 

A(Po, PI' P2' m) = [(pO)2 - (Pl)2 - (P2)2 - m 2]! 

(1.26) 
and 

(1.27) 
with 

(1.28) 

The second property characterizing a given one of 
the five classes is that every transformation within that 
class preserves the Dirac scalar product in a corre­
sponding one of the five modes (1.8a)-(1.8c), so that 
each class consists of canonical transformations. In 
fact, the transformations leading to "Po-, "m-, and 
''pi-linear'' forms preserve the modes (1.8a)-(1.8c), 
respectively. 

In describing a subset of transformations (1.13) 
as momentum-dependent SO(4, 1) transformations, 
making use of the connection between Eq. (1.1) and this 
group, we aim here in particular to interpret the above 
results of BC in group-theoretical terms. To this end, 
in Sec. 2, we make explicit this connection to the 
extent required in what follows. 

In Sec. 3, the significance of such a connection in 
regard to transformations of the form (1.13) is 
established. We stress in particular the existence of 
five subgroups of SO(4, 1), labeled by us G(a) (rt. = 

0, 1,2, 3,4), which have the special property that any 
momentum-dependent transformation (1.13) within 
a given G(a) leaves the equation linear in the corre­
sponding Pa (where we write P4 = m). 

As might be expected, the five classes of canonical 
transformations presented in BC fall into these five 
subgroups and, in fact, every transformation in a 
given G(a) also preserves the corresponding mode of the 
scalar product. This we show in Secs. 4, 5, and 6, 
where the subgroups G(O), G(4), and G(3) (as typical of 
G(i), i = 1,2,3) and, correspondingly, "Po-, "m-, and 
"P3-linear" forms of the equation, are discussed in 
more detail. [It is not shown that an arbitrary momen-

tum-dependent SOC 4, 1) transformation is canonicaI­
in fact it is not possible to write the scalar product 
(1.8a)-(1.8c) in SO(4, I)-invariant form.] 

We find that G(O) is the maximal compact subgroup 
SO(4), and G(4) the SO(3, I) group relating to the 
Lorentz transformation properties of the equation. 
The G(i) are also SO(3, 1) subgroups, distinct from 
G(4) and from one another. 

In Sec. 7, a discussion is given of the "little group" 
of SO(4, 1) transformations which leave a particular 
transform of the equation invariant, and the nature of 
ambiguities which arise when one wishes to transform 
one equation into another are made explicit. 

2. DIRAC EQUATION AND SO(4, 1) 

The sixteen elements 

I, YJl ' Yo, YsYJl , and [YJl ' Yv] (2.1) 

of the Dirac-Clifford algebra form a complete set of 
4 X 4 matrices, in terms of which the infinitesimal 
generators of a four-dimensional representation of any 
Lie group can be expressed as linear combinations 
with complex coefficients. 

In this connection, one is familiar with the case of 
SO(3, 1),13 where the generators are defined as 

(2.2) 

and satisfy the characteristic Lorentz-group com­
mutation rules 

[SI'V' Sp,,] = -i(gl'pS." + gv"SI'P 

- gl'<TSvp - gvpSI'<T)' (2.3) 

The significance of these operators in regard to the 
Dirac equation is well known. In essence, the invari­
ance of the Dirac description of free spin-t particles 
under restricted homogeneous Lorentz transformations 
is expressed in the fact that 

(2.4) 
where 

(2.5) 

and the L Jly , satisfying commutation rules analogous 
to (2.3), are defined by 

(2.6) 

Although not always referred to as such explicitly, 
representations of the Lie algebras of larger groups, 
such as SO(4, 1) and SO(4,2), have been given in 
terms of (2.1) by, for example, Eddington,l Dirac,2 

13 We have taken some license with notation in referring to the 
groups SO(3,1), SO(4), and SO(4,1), when in fact the covering 
groups SL(2, C), SU(2) ® SU(2), etc., are meant. 
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Harish-Chandra,3 and Barut.4 The connection between 
the orthogonal groups in five dimensions [such as 
SO(4, 1)] and a class of relativistic wave equations, 
of which the Dirac equation is the simplest, was first 
discussed in detail by Lubanski.s More recently 
SD(4) [of which SO(4,2) may be regarded as a 
type] has received attention from several authors6 ; 

and Barut,7 in particular, has exploited the connection 
between Eq. (1.1) and SO(4, 2) in "reformulating the 
Dirac theory of the electron." 

For our purposes here it will be sufficient to indicate 
and use the relationship of the group SO(4, 1) to the 
Dirac equation. Multiplying (1.1) by Ys, one obtains 

(YSYllpll - Ysm)'IjJ(D) = 0. (2.7) 
Defining 

fll = YSY/l' f4 = Ys, (2.8) 
and 

(2.9) 

one can write (2.7) as 

(2.10) 

where the summation is now over IX = 0, 1, 2, 3, and 
4. In the following, note that indices take these values: 

IX, p, Y, 6, €:o, 1,2,3,4, 

Ii, Y, p, a:O, 1,2,3, 

T, ~, 1):0, 1,2,4, 

a,b,c:I,2,3,4, 

i,j, k: I, 2,3. 

Introducing g!1.P (= gap), with 

goo = -gn = -g22 = -g33 = -g44 = 1, 

ga(J = 0, IX y6 p, (2.11) 

we define fa = gaPf P' etc. Now defining also 

Tap = (i/4)[fa, fp] (2.12) 

and noting 

we find 

[Tap, Tyd ] = -i(gayT(Jd + g(JdTay 

- gadT(Jy - g(JyTad), (2.14) 

which are the characteristic commutation rules for the 
Lie algebra of SO(4, I). Since this group is non­
compact, the Ta(J are not all Hermitian, but 

(2.15) 
One also has 

(2.16) 

Note that the ten different Tap consist of the six 
different T/lv [= S/lV of (2.2)] and four T4/l 
[= - (i/2)y 11], so that this Lie algebra is as small as 
any containing scalar multiples of all four Dirac 
matrices Y Jl .4 The representation of SO(4, I) generated 
by these ten operators is irreducible. The Casimir 
operators14 - t Tap Tap and - wawa, where 

(2.17) 

(= ! f a in this case), are multiples of the unit matrix 
by -f and -t!, respectively. 

It is worth mentioning that there are two inequiv­
alent irreducible representations of the Clifford 
algebra defined by (2.13), both of four dimensions. 
By making the choice (2.8) for r a' we fix on one of 
these. The other representation is obtained if one 
chooses instead 

(2.18) 

(and so necessarily p4 = m). The set of Tap one obtains 
in this case is then also different, again with 

(2.19) 

but now 

(2.20) 

However, these Ta(J generate an equivalent representa­
tion of SO(4, 1). (The invariants take the same values.) 
This is clear from the fact that this second set of Tap 
is obtained from the first set via the substitution 
Y/l ~ -Y/l' However, this can be achieved by a 
similarity transformation, because, under this sub­
stitution, a different set of matrices satisfying (1.3) 
is obtained and, as is well known, all irreducible 
representations of the Dirac-Clifford algebra are 
equivalent. 

3. SO(4,1) TRANSFORMATIONS OF THE 
EQUATION 

When written in the form (2.10), the Dirac equation 
has an SO(4, I)-invariant appearance. One might hope 
to find operators Mpy satisfying commutation rules 
analogous to (2.14), and such that p transforms15 as a 
five-vector operator with respect to transformations 
generated by them, that is, such that [cf. (2.16)] 

[Pa, M/ly] = i(gapPy - gayPp)' (3.1) 

One would then have, ensuring SO(4, 1) invariance, 

(3.2) 

14 See, for example, T. D. Newton, Ann. Math. 51, 730 (1950). 
15 We introduce at this point the notation p for the object with 

components P!1., distinguishing it from the four- and three-vector 
operators p and p, respectively. 
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with 

Kpy = Mpy + Tpy; (3.3) 

however, such MPY (and KPY) cannot be found, as is 
clear from (3.1) and the fact that P4 is a constant. 
Nevertheless, one can consider the effect of trans­
formations generated by all ten Tpy on the equation. 
Furthermore, despite the above conclusions, we shall 
see that it is in some ways convenient to regard p as a 
five-vector quantity and, similarly, 

Papa == (pO)2 - (Pl)2 - (P2)2 - (P3)2 - m2 (3.4) 

as an 80(4, 1) scalar. 
Consider the 80(4, 1) transformation 

r a --+ r~ = L~r p [= (Lr)a]' (3.5) 

where L~ are real and satisfy 

Lpgay Lb = gPb a y , 

Lg 21, 
and 

det L = 1. 
Then one can write 

where 

(3.6) 

(3.7) 

(3.8) 

(3.9) 

(3.10) 

with the wap (= _wpa) real quantities determined by 
the L~. [The converse result also holds: (3.9) and 
(3.10) => (3.5)-(3.8).] Defining 

one obtains from (2.10) and (3.9) the equation 

(LI')apa1p' = 0 

or, equivalently [using (3.6)], 

I'aCL-1p)a1p' = O. 

(3.11) 

(3.12) 

(3.12') 

Thus this transformed equation is obtained from (2.10) 
by replacing therein the "five-vector" p with its 
transform under the 80(4, I) transformation inverse 
to the L of (3.5) [at the same time replacing "PW ) by 
"P' as in (3.11)]. Conversely, if pi is obtained from p 
by some arbitrary 80(4, 1) transformation, then the 
equation 

(3.13) 

can be obtained from (2.10) by defining "P' as in (3.11) 
with appropriate coefficients wap determining Q. 
Furthermore, since the Pa behave like real numbers to 
the extent that they commute with one another and 
with all r p' and have only real eigenvalues on the 

functions under consideration, a generalization to 
allow wap to be (Hermitian) functions of p is possible. 

To summarize: The possible forms (3.13) of Dirac's 
equation, obtained from (2.10) via transformations of 
the form (3.11), with wap = wafJ(p), are determined by 
the possible transforms pi of p, 

p~ = L~pp, (3.14) 

where L~ are (Hermitian) functions of p satisfying 
(3.6-3.8). For all such transformations, 

(3.15) 
and 

(3.16) 

At this point we note that knowledge of pi is not 
sufficient to uniquely determine the transformation 
L~ of (3.14), as for any pi there is a "little group" of 
such transformations which leave it invariant. Corre­
spondingly, there are transformations of the form 
(3.10), which, on application to a solution of a given 
equation (3.13), produce a further solution of the 
same equation. A further discussion of these questions 
is given in Sec. 7. 

As mentioned in the Introduction, there are five 
subgroups, which we label G(a), of 80(4,1), having 
particular significance when the question is raised of 
the canonicality of transformations of the form (3.11). 
G(a) is that subgroup consisting of all 80(4, 1) trans­
formations which leave invariant arbitrary five-vectors 
whose only nonzero component is the cdh. Since every 
component of the "five-vector" p appears linearly in 
(2.10), it follows that if p' is obtained from p by an 
80(4, 1) transformation (3.14) in G(P), the (J com­
ponent of p appears linearly also in (3.13), which we 
then refer to as "a 'pp-linear' form of the Dirac 
equation. " 

4. G(O) AND "po-LINEAR" FORMS 

The subgroup G(O) [the maximal compact subgroup 
80(4)] acts only on the indices 1, 2, 3, and 4. The 
corresponding generators are Tab' which are Hermitian 
matrices, and they in fact generate two inequivalent 
unitary irreducible representations of 80(4), labeled 
by the two eigenvalues ± 1 of r 0 (= Y5YO), which is 
effectively a Casimir operator for this subgroup. 
(Note [ro, Tab] = 0.) Under the associated trans­
formations (3.14), Po and Papa [= -w2(p, m)] remain 
separately invariant. 

Thus, from 
(4.1) 

via G(O) transformations, one can obtain 

pi = (Po, p~, p~, p~, p~), (4.2) 
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where the P~(Pb) are Hermitian and 

p~p,a = _w2(p, m). (4.3) 

The corresponding equation (3.13) is in each case 

(4.4) 

which gives, on multiplication with r 0' the general 
"po-linear" form 

Po1p' = YO(YIP~ + Y2P~ + Y3P~ + p~)1p'. (4.4') 

In considering the canonicality of momentum­
dependent transformations in G(O), we note that 
when 

1pW)(x) -+ Q(p, m)1pw>cx), (4.5) 

where Q(p, m) is as in (3.10) [with wap = wap(p)], 
one has, from (1.6), 

XW)±(k) -+ Q(k: m)xW)±(k). (4.6) 

Furthermore, when in particular Q is in G(O), it follows 
from the Hermiticity of Tab that Q(k, m) is a unitary 
matrix. Every such transformation is therefore canoni­
cal, preserving the scalar product in the mode (1.8a). 

All transformations presented in Be and yielding 
''po-linear'' forms are of G(O) type. For example, in the 
simple cases of the Foldy-Wouthuysen-Tani equation, 
which corresponds to 

..0' = (Po, 0, 0, 0, w(p, m», (4.7) 

and the Mendlowitz equation, which corresponds to 

__ ( w(p, m) w(p, m) w(p, m) 0) 
P - Po, ipi PI' ipi P2' ipi P3' , 

(4.8) 

one sees that the corresponding transformations 
(1.17), (1.20) are indeed of the form 

which is the general "po-linear" form obtained in Be. 
[There are the ..0' as in (4.2) which cannot be expressed 
in the manner of (4.10)-(4.12), viz., those for which 
p~pa = 0. The corresponding transformations and 
equations were not obtained in Be.] Again, the trans­
formation presented in Be and yielding (4.13) 
corresponds to the l.g.r.f. transformation ofp into p' 
as in (4.10). 

The angles appearing in (1.17) and (1.20) can be 
regarded as those between the Euclidean "four 
vectors" Pa and p~ through which one rotates to obtain 
p~ in each case. [The idea of looking upon the Foldy­
Wouthuysen-Tani and Mendlowitz transformations 
as rotations is not new,I6 nor is the use of the group 
G(O) in discussing them: it is evident in the work of 
Bollini and Giambiagi,17 who have not, however, 
noted the connection with SO(4, 1).] 

5. G(4) AND "m-LINEAR" FORMS 

G(4) is the SO(3, I) group associated with homoge­
neous Lorentz transformations. Thus momentum­
dependent SO(4, I) transformations (3.14) in G(4) 

leave P4 (= m), Pili", and also "(Po) separately invar­
iant. The associated generators Tllv are not all Her­
mitian, but satisfy 

T:v = ror4TIlvr or4 (= YoTllvYo) (5.1) 

and, as is well known, they generate two inequivalent 
irreducible representations of SO(3, 1), labeled by the 
two eigenvalues ±i of r 4 (= Ys) (cf. the case of G(O». 

From 

..0 = (PO,Pl,P2,P3,m), (5.2) 

via G(4) transformations, one can obtain 

..0' = (p~, p{, p~, p~, m), (5.3) 

(4.9) where the p;(Pv) are Hermitian, 

with the wab [= wab(pc)] Hermitian. They are, in fact, 
the SO(4, 1) transformations (3.10) corresponding to 
the "little group rotation-free" (l.g.r.f.) transforma­
tions ..0 -+ ..0' in the two cases. More generally, corre­
sponding to 

..0' = (Po, ±rql' ±rq2' ±rq3' ±rq4), (4.10) 

where the qa(Pb) are Hermitian, 

r = w(p, rn)[_qaqa]-i, (4.11) 
and 

qa(pa - qa) = 0, (4.12) 
from (4.4') one has 

Po1p' = ±w(p, rnH - qaq8]-lYo(YlQl + Y2Q2 

+ YsQs + q4)1p', (4.13) 

and 

,,(p~) = "(Po)' 

In each case, Eq. (3.13) is 

(rllP'1l - r 4m)1p' = 0, 

yielding the general "rn-linear" form 

(5.4) 

(5.5) 

(5.6) 

(5.6') 

It should be mentioned at this point that, because 
of the way it is obtained, P; will not, in general, 

16 See, for example, K. M. Case, Phys. Rev. 95, 1323 (1954). 
17 C. G. Bollini and J. J. Giambiagi, Nuovo Cimento 21, 107 

(1961). See also Ref. 19. Note added in proof: Since the preparation 
of this paper, E. de Vries [Physica 43. 45 (1969)] has independently 
established this connection. 
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be a Lorentz four-vector operator like P/l' Our nota­
tion is perhaps misleading in this regard: p is better 
regarded as a numerical five-vector than a five-vector 
operator for the purposes of this paper. 

Each momentum-dependent transformation in G(4) 
is also canonical. This follows from the fact that (5.1) 
implies that the corresponding Q(k, m) of (4·.6) satisfies 

Q-l(k, m) = yoQ\k, m)yo, (5.7) 

so that the scalar product in the mode (1.8b) is 
preserved in every case. 

Every transformation presented in BC and leading 
to an "m-linear" equation is of G(4) type (again 
corresponding to the l.g.r.f. transformation of pinto 
p' in each case). Thus, for example, in the Chakra­
barti case, where 

From 

p = (Po, PI , P2, P3, m), 

via G(3) transformations, one can obtain 

p' = (p~, p{, p~, P3, p~), 

where the p;(p,,) are Hermitian, 

, IT _ " [_ ,l,2( )] PTP - p"p - Po, PI' P2, m , 
and 

(6.2) 

(6.3) 

(6.4) 

(6.5) 

(Note that the transformations may become singular 
as PTpT 

-->- 0.) The corresponding equation (3.13) in 
each case is 

(6.6) 

(5.8) or, equivalently, the general "P3-linear" form 

the l.g.r.f. transformation (1.24) is indeed of the form 

(5.9) 

In fact, all P' of the form (5.3) can be written as 

with qiPv) Hermitian, ql<q/l positive-definite, 

r = (pl<pl<)t(qvqV)-t, 
and 

(5.10) 

(5.11) 

(5.12) 

[Proof' Take qp = p~p/l(PvpV)-Ip~, noting that p~p/l is 
positive-definite because of (5.5).] Then (5.6') becomes 

(5.13) 

which is the general "m-linear" form presented in Be. 
Whereas in the case of the compact subgroup G(O) 

one can talk of an "angle of rotation" for each trans­
formation, here one typically has pseudoangles 
associated with the anti-Hermitian Toi , generators of 
"boosts" rather than rotations [cf. (1.24)]. 

6. G(3) AND "P3-LINEAR" FORMS 

Each of the three subgroups G(i) is again an SO(3, 1) 
group. Transformations of the form (3.14) within 
G(3) leave Pa , PTpT, and €(Po) separately invariant. The 
corresponding generators TT" in this case are not all 
Hermitian, but 

T:" = ror3T,."ror3 (= YOY3T,."YOY3)' (6.1) 

In complete analogy with the case of G(4), the TTl! 

generate two inequivalent irreducible representations 
of SO(3, 1), labeled by the two eigenvalues ±i of 
r3 (= Y5Y3) in this case. 

Pa"P' = -Y3(YOP~ - YIP{ - Y2P~ - p~)"P'. (6.6') 

Again in analogy with the G(4) case, one finds that 
every momentum-dependent transformation in G(3) is 
canonical, the scalar-product mode [(1.8c); i = 3] 
being preserved in each case as a result of (6.1). 

The transformations presented in Be and leading 
to "Pa-linear" equations are all of G(3) type (in each 
case corresponding to the l.g.r.f. transformation of 
pinto p'). In the simplest case, for example, where the 
equation is (1.25), corresponding to 

P' = (€(PO)(PTpT)t, 0, 0, P3, 0), (6.7) 

the l.g.r.f. transformation (1.28) is indeed of the form 

(6.8) 

Furthermore, all p' as in (6.3) can be written in the 
form 

where qTCp,,) are Hermitian, qTqT is positive-definite, 

(6.10) 

and 
qT(pT - qT) = o. (6.11) 

[Take q; = p;pT(p"p,,)-lp,.J Equation (6.6') then be­
comes the general "P3-linear" form of Be: 

P3"P' = -,l,(po, PI, P2, m)(qTqT)-t 

x Y3(YOQO - YIQl - y~q2 - Q4)v!" (6.12) 

Again pseudoangles rather than angles appear in 
association with the anti-Hermitian generators TOT 

[cf. (1.28)]. 
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7. SIGNIFICANCE OF THE LITTLE GROUP 

We have mentioned that for a given "five vector" 
p' there is a little group of SO(4, 1) transformations 
which leave it invariant. We are dealing here only with 
functions on which p~p'a (= Papa = hpfJ. - m2) van­
ishes. In order to identify the little group appropriate 
in this situation, consider the particular case (corre­
sponding to the Foldy-Wouthuysen-Tani equation) 

p' = (Po, 0,0,0, w(p,m». (7.1) 

It is seen that the matrix generators corresponding to 
the little group in this case are 

(7.2) 
together with 

TIO - €(Po)T14 , T20 - €(PO)T24 ' 

and Tao - €(Po)Ta4 . (7.3) 

The Lie algebra of (7.2) and (7.3) is isomorphic to that 
of the three-dimensional Euclidean group, (7.2) being 
the generators of "rotations," and (7.3) of "trans­
lations." 

However, from (3.13) and (7.1), we find that 
r ° - €(po)r 4 vanishes on the wavefunctions involved 
here. Multiplying this by (i/2)rj (j = 1, 2, or 3), we 
obtain the result that this is also true of each of the 
generators (7.3). Thus the little group is effectively 
reduced to SU(2).lS 

We conclude that, for any given p', the little group 
consists of an effective part, which is SU(2), and an 
ineffective part. Any transformation in the ineffective 
part is unity when applied to a wavefunction satisfying 
(3.13), while one in the effective part produces a new 
function satisfying the same equation. Note that p', 
as in (7.1), can be obtained from p by a transformation 
in G(O) and that the effective little group generators in 
this case (7.2) also generate G(O) transformations. This 
indicates that if (3.13) is obtained from (2.10) by means 
of a canonical SO(4, 1) transformation (i.e., a trans­
formation in one of the subgroups G(a», a subsequent 
little-group transformation leaving (3.13) invariant is 
also canonical. 

It is clear that any p' and p" obtained from p by 
SO(4, I) tranformations (3.14) must themselves be 
linked by a further such transformation. Furthermore, 
by a procedure analogous to that used in obtaining 
(3.13) from (2.10), it is possible to obtain the equation 

(7.4) 

18 There is a marked analogy here with the case of the little 
group (in the usual connection with the Poincare group now) 
appropriate to a particle of zero rest mass and nonzero spin, as 
treated by V. Bargmann and E. P. Wigner, Proc. Natl. Acad. Sci. 
U.S. 34, 211 (1948). See also de Vos and Hilgevoord (Ref. 5) in this 
connection. 

directly from 

(7.5) 

Denoting by Q" and Q' the operators (3.10) used to 
obtain ?p" and ?p', respectively, from ?pW), we have, 
trivially, 

(7.6) 

While the operator Q" Q'-I certainly corresponds to an 
SO(4, I) transformation takingp' into p" and enables 
one to obtain (7.4) from (7.5), it will not in general 
correspond to the l.g.r.f. such transformation, even 
jf Q" and Q' correspond to the l.g.r.f. transformations 
taking pinto ji", p', respectively. More precisely, if we 
denote by Q(ji', p), Q(P", p), and Q(ji", p') the oper­
ators (3.1 0) corresponding to the l.g.r.f. transforma­
tions taking pinto p', pinto p", and p' into p", 
respectively, then in general 

Q(P", P') = AQ(P", p)Q-I(P', p), (7.7) 

where A is also of the form (3.10) and corresponds 
to an SO(4, 1) transformation in the little group 
defined by p". If A is in the effective part of the little. 
group, then Q(p", p') and Q(P", p)Q-I(p', p) will differ 
on the wavefunctions ?p'; but if it is in the ineffective 
part, then these two operators, while perhaps differing 
formally, will produce the same result when applied to 
any such ?p' satisfying (7.5). 

As an example, consider the case when p' is as in 
(7.1), and 

P" = (€(Po)(PfJ.pfJ.)!, 0, 0, 0, m), (7.8) 

corresponding to the Chakrabarti equation. It is seen 
that in this case the l.g.r.f. transformation taking 
p' into p" is in the 0-4 plane, and correspondingly, 

Q(P",p') = exp (icpT04) (7.9) 

= cosh (tIP) - Yo sinh (tIP), (7.9') 

where IP(p) is Hermitian. A straightforward calculation 
of the pseudoangle IP involved in this "boost" trans­
formation yields 

IP(p) = arc tanh {€(PO)[&2 - .A(,2J[&2 + .A(,2r l
}, (7.10) 

where 

f, = HIPol + w(p, m)] (7.11) 
and 

u1(, = t[{pfJ.pfJ.)l + m]. (7.12) 
Then 

cosh (tIP) = t{[Ej.A(,]t + [.ALjE]t} (7.13) 

and 

sinh (tIP) = [t€(Po)]{[Ej.AL]t - [.ALjE]t}. (7.14) 
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Because p' in this case corresponds to the Foldy­
Wouthuysen-Tani equation, Eq. (7.5) yields 

.M,1p' = m1p', 

f,1p' = w(p, m)-rp', 

and 

(7.15) 

(7.16) 

(7.17) 

It follows then from (7.9') and (7.13)-(7.17) that 

Q(j5", p')'tp' = [m!w(p, m)]t1p'. (7.18) 

However, in this example we have 

Q(p',p) == F(p, m) (7.19) 

and 
Q(P",p) == C(p), (7.20) 

and it is known thatI9 

1p(C)(x) [= C(p)p-\p, m)1p(F)(x)] 

= [mJw(p, m)]t1p(F)(x). (7.21) 

Thus from (7.18) we deduce 

Q(p", P')1p(F) = C(p)p-l(p, m)1p(F) (7.22) 

= Q(j5", p)Q-l(p' , p)1p(F). (7.22') 

On inspection, however, Q(P", p') and Q(p", p) X 

Q-l(p', p) are found to be formally distinct, and we 
conclude that they are related in the manner (7.7), 
with A in the ineffective part of the little group of p". 

8. CONCLUSION 

The connection between the group SO(4, 1) and the 
free-particle Dirac equation can be exploited to allow 
the presentation of a unified treatment of the well­
known canonical transformations of the equation. 
Similarities and relationships between these trans­
formations assume a new and simple significance in 
such a treatment. 

This approach also makes obvious the existence and 
also the actual form of many other similar canonical 
transformations, some of which we feel will prove 

11 R. H. Good, Jr., and M. E. Rose, Nuovo Cimento 24, 864 
(1962). 

useful8 in discussing limiting situations other than the 
nonre1ativistic and extreme-relativistic ones (where the 
Foldy-Wouthuysen-Tani and the Mendlowitz trans­
formations, respectively, are most appropriate). 

It is tempting to speculate as to a deeper physical 
significance of the group SOC 4, 1) itself in this context, 
in view of recent activity centering on this and related 
groups in connection with dynamical symmetries4.2O 
for elementary particles. However, there are relativistic 
wave equations, linear in the energy-momentum 
operators, for which there is no simple connection with 
SO(4, 1).21 For all such equations describing massive 
particles, it is, however, a consequence of Lorentz in­
variance that there will be a Chakrabarti-type trans­
formation corresponding to the transformation of 
the four momentum to the rest frame: Such a trans­
formation expresses the canonical Wigner amplitudes 
in terms of the manifestly covariant ones. 

Foldy and Wouthuysen10 generalized their approach 
to the free-particle Dirac equation to gain considerable 
insight into the problem of the Dirac particle in 
interaction with a weak electromagnetic field, and this 
approach has been pursued consequently by several 
authors.22 The Foldy-Wouthuysen method involves a 
perturbation procedure and yields a "po-linear" 
equation containing an infinite number of terms. In 
the absence of the interaction, this equation reduces to 
their form of the free-particle equation. One of us 
(H. A. C.) has generalized this procedure to develop 
similar expansions corresponding to various other 
forms obtainable from the free-particle Dirac equation 
via canonical SO(4, 1) transformations. 
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A method is proposed for labeling the bases of a compact group when reduced with respect to an 
arbitrary subgroup. The scheme is based on the observation that the heaviest state of a multiplet (sub­
group irreducible representation) of an IR (group irreducible representation) can be labeled by a product 
of heaviest states of simpler "elementary" multiplets. Details are worked out for a number of group­
subgroup combinations. 

1. INTRODUCTION 

A recurring problem in the application of group 
theory to physics is the reduction of the irreducible 
representations (lR's) of a group into irreducible 
representations (multiplets) of a subgroup.} (For 
clarity, we use different words for the irreducible 
representations of the group and its subgroup.) One 
aspect, the internal-multiplicity problem, is solved 
by a simple enumeration of the multiplets in each 
IR. To solve the more general internal-labeling (or 
state-labeling) problem, it is necessary to specify the 
multiplets, i.e., define an actual basis for the IR's. We 
are concerned with the labeling problem in this paper; 
it must be solved, of course, in order to define and 
evaluate generator and transformation matrix ele­
ments, Clebsch-Gordan coefficients, etc. 

Racah2 showed that the number of internal labels 
required to specify the basis states of the general IR of 
a compact group is Hr - I), where r is the order of the 
group (number of generators) and I its rank (number 
of suitably chosen commuting generators). In general, 
the nature of these labels and the values they may 
assume for a particular IR is an unsolved problem. If 
there is a subgroup which, together with other 
generators which commute with it and each other, 
provides the right number of labels, the basis states of 
the subgroup multiplets may be used as basis states for 
IR's of the group, solving the internal-labeling prob­
lem; such a scheme is called mathematically canonical. 
(We do not use "mathematically canonical" in the 
sense "having among the labels a number of commut­
ing generators equal to the rank of the group.") In 
general, however, no suitable subgroup exists, and 
even if one does, the states of physical interest may 

* Research supported by the National Research Council of 
Canada. 

1 For a discussion of the internal-labeling problem with special 
reference to SU(N) see L. C. Biedenharn, Boulder Lectures at the 
~ummer Institute of Theoretical Physics 5, 258 (1962). 

2 G. Racah, lecture notes on "Group Theory and Spectroscopy," 
Institute for Advanced Study, Princeton, N.J., 1951; reprinted in 
Ergeb. Exakt. Naturw. 37, 28 (1965). 

correspond to multiplets of a different subgroup which 
provides too few labels. 

In Sec. 2 we describe an approach which, in prin­
ciple, solves the internal-labeling problem for any 
compact group and subgroup. In Sec. 3, a number of 
specific examples are worked out in detail and we refer 
to other methods which have been applied to some of 
these examples by various authors. 

2. ELEMENTARY MULTIPLETS AND 
FACTORS 

We follow Cartan's method3 of constructing the 
IR (A.}, ... , AI) of a compact group of rank I as the 
stretched product of the "simple" IR's (A}, 0, ... , 
0), ... , (0, ... , 0, Az). The stretched product is de­
fined as the IR in the direct product which contains 
the product of the heaviest states of the factor IR's. 
The simple IR's O,}, 0, ... ,0), ... , (0, ... ,0, AJ 
are, here, polynomials of degree AI, ... , AI' respec­
tively, in the basis states of the I fundamental IR's 
(1,0,'" ,0),'''' (0,"',0, 1). For simplicity, poly­
nomials are used for the IR (0, ... , 0, Ai' 0, ... , 0) 
rather than the stretched product of Ai independent 
copies of the jth-fundamental IR. This has the in­
cidental advantage of eliminating all but completely 
symmetric IR's and requiring fewer variables. (Since 
we are not concerned with representation matrices in 
this paper, no confusion should arise when "IR" or 
"multiplet" is used for the longer "basis for IR" or 
"basis for multiplet.") The IR (A},"', AI) thus 
consists of polynomials of degrees AI' ... , Az in the 
respective fundamental IR. States of degree A}, ... , Al 
but belonging to IR's lower than (AI,"', Az) are 
called "unwanted" and are to be discarded in general. 

The product of the heaviest states of two or more 
multiplets from the same or different IR's defines, 
in general, a multiplet of a higher IR, specifically, 

3 We refer to the fact that such a construction is possible as 
Cartan's fundamental theorem. See E. Cartan, These Paris (1894) 
reprinted in E. Cartan, Oeuvres completes (Gauthier-Villars, Paris, 
1952). Discussions of the result are found in Refs.l and 2 and in most 
books on group representations. 

2033 
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the product will be the heaviest state of the multiplet 
so defined when unwanted states have been projected 
out of it. Our solution of the labeling problem is based 
on the observation that a complete set of multiplets 
of all IR's may be defined in this way through products 
of powers of certain "elementary factors." The 
elementary factors evidently include the heaviest states 
of all the multiplets in the fundamental IR's. In the case 
of SU(N) =:> SU(N - 1), no others are required; in 
general, elementary factors belonging to higher IR's 
are needed. They may be found by proceeding 
systematically through higher IR's. When a multiplet 
known to be present is not given through the elemen­
tary factors already at hand, its heaviest state must be 
included as a new elementary factor. 

The correspondence between multiplets and prod­
ucts of powers of elementary factors is one-to-one 
when certain relations are taken into account. These 
relations arise when a linear superposition of products 
of powers of elementary factors vanishes identically 
or is equal to an unwanted expression. In each such 
case, to avoid duplication of multiplets, one term in 
the superposition must be singled out and regarded as 
redundant. 

For each group-subgroup combination which we 
have considered, a finite number of elementary factors 
suffice; the relations can be taken into account in a 
systematic way by regarding certain combinations of 
elementary factors as incompatible or redundant by 
themselves or for the purpose of forming higher 
multiplets. In all such cases, a solution of the internal­
labeling problem is thus obtained in closed form. We 
are unable to prove that a finite number of elementary 
factors suffices in general; but even if an infinite num­
ber is required, a finite number of them solves the 
labeling problem up to IR's of any preassigned degree. 

A nonredundant product of powers of elementary 
factors must have unwanted states projected out of it 
before it is the heaviest state of the multiplet it defines. 
Equivalently, it is the leading (zero-order) term in the 
expansion of the state in powers of redundant com­
binations arising from unwanted expressions. ("Re­
dundant combinations" here include quantities which 
must be added to the elementary factors themselves to 
render them free of unwanted states.) The product of 
powers thus proves useful as a handle for manipulation 
of the complete state. For example, to expand a state 
known to be free of unwanted states in basis states 
labeled by products of powers of elementary factors 
(as in the determination of generator and transforma­
tion matrices, Clebsch-Gordan coefficients, etc.), it 
is necessary only to pick out the coefficients of the 
nonredundant products of elementary multiplets. 

The labeling procedure described above is applied 
to particular cases in the next section. The new labels 
and their relation to more conventional quantum 
numbers are dealt with under individual cases. 

Although we follow Cart an in constructing bases of 
a group by using its I fundamental IR's, the approach 
could as well be used with Gel'fand-type bases, i.e., 
ones which are polynomials in I independent copies 
of one basic or defining IR. Indeed, particular cases of 
states of Gel'fand-type, constructed with the help 
of elementary factors, appear in the literature and 
will be referred to under the appropriate headings 
[SU(3) =:> 0(3) and SU(N) =:> SU(N - I)] in the 
next section. 

Methods analogous to those of this paper can be 
used for labeling the IR's of a group which are 
spanned by polynomials in the states of a few specific 
IR's of the same group. 

The external-labeling problem for any group G can 
be treated as a special case of the internal-labeling 
problem for the group-subgroup combination G x 
G =:> G. 

3. EXAMPLES 

In the following examples, Cartan's A1 , ••• , Al are 
used to label the irreducible representations of groups 
and subgroups except for SU(2) "" 0(3) and 0(4) "" 
SU(2) x SU(2) which, by tradition, are labeled by 
j = ~A and h = ·P1' h = tA2 , respectively. An 
abbreviated notation for an elementary factor is 
(a; b), where a denotes the IR and b the multiplet to 
which it belongs. 

We discuss SU(3) =:> 0(3) in some detail since it is 
perhaps the simplest case which illustrates the general 
features; the version SU(3) =:> SU(2) which describes 
the SU(3) symmetry of elementary particles is not 
considered explicitly, since it is a special case of 
SU(N) =:> SU(N - 1) below. 

Case 1: SU(3) =:> 0(3) describes the Elliott-Harvey 
classification of nuclear states4 ; 0(3) refers to angular 
momentum. The subgroup provides one label too 
few. 

The states of the fundamental IR's are shown in 
Fig. 1. The elementary factors are (10; 1) = 'Yj, 

4 For a discussion of the nuclear S U(3) model and earlier refer­
ences, see M. Harvey, Advan. Nucl. Phys. 1,67 (1968). Elliott solves 
the labelling problem by projecting good orbital angular momentum 
states out of certain "intrinsic" states which are simple SU(3) :::> 
SU(2) states (those with maximum hypercharge) and retaining a 
nonredundant set. V. Bargmann and M. Moshinsky [Nucl. Phys.23, 
177 (1961)] and M. Moshinsky and V. Syamala Devi [J. Math. 
Phys. 10,455 (1969)] use elementary factors'to obtain SU(3) :::> 0(3) 
states of GeI'fand type equivalent to those defined in the present 
paper. R. T. Sharp and H. C. von Baeyer [Nucl. Phys. (to be pub­
lished)] give the transformation matrices connecting Elliott-Harvey 
and Bargmann-Moshinsky states. 
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FIG. I. The fundamental IR's of SU(3); heaviest states of 0(3) 
multiplets are denoted by X. 

(20; 0) = ,2 - 2'Y)~, (01; 1) = ~*, (02; 0) = '*2_ 
2'YJ*~*, and (11; 1) = 'Y)'* + ~*'. There is one rela­
tion; (11; 1)2 is redundant, i.e., (11; 1) appears at 
most linearly. 

The elementary factors may be found systematically 
as follows: First, (10; 1) = 'Y) is needed as the heaviest 
state of the multiplet in the fundamental IR (10); 
combining the multiplet (10; 1) with itself yields a 
j = 2 multiplet whose heaviest state is r;2 (evidently 
not an elementary factor) and an 0(3) scalar, 
(20; 0) = ,2 - 2'Y)~, which is a new elementary factor. 
The j = 1 multiplet, which might be thought to arise, 
in fact vanishes because of antisymmetry. The two 
elementary factors (10; 1) and (20; 0) are sufficient to 
generate all IR's of the form (A'1' 0). Similarly, 
(01; 1) = ~* and (02; 0) = ,*2 - 2'YJ*~* generate all 
IR's of the form (0, A2). The multiplets (10; 1), (01; 1) 
can be combined to give three multiplets with j = 2, 
1,0, respectively; their heaviest states are, respectively, 

'Y)~*, (II; 1) = 'Y)'* + ~*', and B = 'Y)'Y)* + "* + 
~~*. Of these, only the second is a new elementary 
factor; the first is a composite of the elementary 
factors 'Y) and '*, and the third is an unwanted expres­
sion belonging to the IR (00). Because of the relation 

(11; 1)2 = 2B(10; 1)(01; 1) + (10; 1)2(02; 0) 

+ (01; 1)2(20; 0), 
we regard (11; 1)2 as redundant. 

The general multiplet corresponds to the product 
(10; 1)a(OI; l)u'(20;0)b(02;0)b'(1l; l)",wherec = 0, I 
only. The labels are related to the more familiar A1A2L by 
Al = a + 2b + c, A2 = a' + 2b' + c, L = a + a' + c. 
The index c is not to be regarded as an independent 
label; it is 0 or 1 depending on whether Al + A2 - L 
is even or odd. For the simple IR's (AI' 0) and (0, A2), 

only ab and a' b', respectively, are needed; of the 
conventional labels, AIL and A2L then suffice. 

To show that the states thus defined form a basis, it 
is necessary to note that they are linearly independent 
and then to count them. The counting here is simple 
enough-it leads to the correct dimension formula: 

D(AI , A2) = HAl + 1)(A2 + 1)(A1 + A2 + 2). 

As a model for more complicated groups, e.g., cases 
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FIG. 2. The funda­
mental IR's of 0(4); 
heaviest states of 0(3) 
multiplets are denoted 
by X. 
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FIG. 3. The fundamental IR's of 0(5) with heaviest states of 0(4) 
multiplets denoted by X. 

7 and 8 below, it is easier to do the counting for the 
quantity 

~t),2D = D(A1 + 2, A2 + 2) 

- D(A1' A2 + 2) - D(A1 + 2, A2) + DOl, ..12) 

instead of for D itself. It may be seen that ~~lA2D is 
just the number of states with b = b' = 0 in the IR 
(AI + 2, A2 + 2), i.e., the number of states in the 
multiplets (10; 1)"1+2(01; 1)"2+2 and 

(10; 1))'1+1(01; 1)),2+1(11; 1), 

whose dimensions are, respectively, 2A1 + 2A2 + 9 
and 2A1 + 2A2 + 7. This agrees with the result 4(A1 + 
A2 + 4), obtained for ~t).2D by using the known 
dimension formula. To complete the argument, one 
can verify directly that the elementary factors lead to 
the correct dimension formula for those boundary 
cases in which either Al or A2 is equal to 0 or 1. 

Case 2: 0(4) :::J 0(3): special IR's (jl = j2) describe 
the states of the hydrogen atom; 0(3) refers to orbital 
angular momentum. 

The states of the fundamental IR's are shown in 
Fig. 2. The elementary factors are (!O;!) = 'Y)1' 
(Ot; t) = 'Y)2' (H; 0) = 'Y)1~2 - 'Y)2~1' There are no 
relations or unwanted expressions. The heaviest state 
of the general multiplet is 'Y)~'Y)f ('Y)1 ~2 - 'Y)2~1)b. The 
labels are related to the more familiar j1' h, j by 
jl = Ha + b), h = Ha' + b'), j = Ha +0'). 

Case 3: 0(5) "-' 0(4): the mathematically canonical 
classification of 0(5) states.5•6 

The states of the fundamental IR's are shown in 
Fig. 3. The elementary factors are (10; to) = ex, 
(10; ot) = y, (01; HJ = 'Y), (01; 00) = A; a number of 
other candidates are redundant because of unwanted 

5 Canonical 0(5) :::> 0(4) states have been derived by K. T. Hecht 
[Nucl. Phys. 63, 177 (1965)], by R. T. Sharp and S. C. Pieper [J. 
Math. Phys. 9, 663 (1968)], and by N. Kemmer, D. L. Pursey, and 
S. A. Williams [J. Math. Phys. 9, 1224 (1968)]. Since 0(4) is a mathe­
matically canonical subgroup of 0(5), the states of different authors 
can differ only by phase factors. 

• K. T. Hecht, Nucl. Phys. 63, 177 (1965). 
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FIG. 4. The fundamental IR's of 0(5) with heaviest states of SU(2) 
multiplets denoted by X. 

expressions. The general 0(4) multiplet is defined by 
the product ocayb'fjc Ad. The labels are related to the more 
familiar A1A2jd2 by Al = a + b, ,12 = e + d, j1 = 
Ha + e), and jz = Hb + c). For the simple IR's 
(AI, 0) and (0, ,12) only ab and cd, respectively, are 
needed. 

Case 4: 0(5) => 8U(2) describes the Hecht­
Parikh classification of nuclear states7 (seniority 
model); 8U(2) refers to isospin and the quantum 
number V below, plotted vertically in Fig. 4, is related 
linearly to the number of nucleons. The subgroup, 
with V, provides one label too few. 

The elementary factors [the notation is (A1A2;jV)] 
are 

(10; H) = y, 

(01;01)=~, 

(01; 0 - I) = e, 

(10; t - t) = oc, 

(01; 10) = 'fj, 

(20; 00) = yb - oc(3. 

On account of the unwanted expression 

(20; 00)(01; 10) + (10; t - W(OI; 01) 

- (10; H)2(01; 0 - I), 

the combination (20; 00)(01 ; 10) should be regarded 
as redundant. Thus the general 8U(2) multiplet is 
defined by the product (10; H)a(10; t - W(OI; 10)C 
(01; OI)d(OI; 0 - 1)"(20; 00)" with either e = 0 or 
/ = O. The more conventional labels are given by 
Al = a + b + 2/, ,12 = e + d + e,j = Ha + b) + e, 
and V = Ha - b) + d - e. For the simple IR's 
(,11,0) and (0, ,12), the only labels needed are abf and 
ede, respectively; then the conventional labels AdV 
and AdV are enough. 

7 For a discussion of the 0(5) nuclear model and earlier references, 
see K. T. Hecht, Nuc!. Phys. AI02, II (1967), and R. P. Hemenger, 
University of Michigan preprint 07591-3-T, 1968. K. T. Hecht, Ref. 
6, discusses the transformation between 0(5) =:> 0(4) and 0(5) =:> 
SU(2) states for some simple IR's. K. Ahmed and R. T. Sharp 
[J. Math. Phys. (to be published)] have derived general states based 
on the approach of the present paper, but taking as redundant the 
combination (10; f - f)' x, (01; 01) rather than (20; 00)(01; 10), 
as proposed in the text. 
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FIG. 5. The fundamental IR's of 0(5) with heaviest states of SU(2), 
multiplets denoted by X . 

Case 5: 0(5) => 8U(2)': IR's (0, ,12) describe classi­
fication of nuclear surfon states, i.e., quantized nuclear 
surface excitations8 ; 8U(2)' refers to orbital angular 
momentum. The prime is to distinguish the 8U(2) 
subgroup from that of Case 4 above. The subgroup 
provides two labels too few. Since this case is com­
plicated(more than twenty elementary factors),we only 
consider the simple IR's (AI, 0) and (0, ,12); for them 
the subgroup provides one label too few. 

The fundamental IR's are shown in Fig. 5. The 
elementary factors required for (AI, 0) IR's are 
(10; i), (20; I), (30;!), and (40; 0), with (30; !)2 re­
dundant; we refrain from giving elementary factors 
and relations in polynomial form. The general 
(,11,0) type 8U(2)' multiplet is thus (lo;~)a(20; I)b, 
(30; !Y(40; O)d with e = 0 or 1. The conventional 
labels are Al = a + 2b + 3e + 4d, j = tea + c) + b. 
The elementary factors required for (0, ,12) IR's are 
(01; 2), (02; 2), (03; 3), and (03; 0), with (03; 3)2 
redundant. The general (0, ,12) type 8U(2)' multiplet is 
thus defined by (01; 2t'(02; 2)b'(03; 3)C'(03; O)d' with 
e' = 0 or I. The conventional labels are ,12 = a' + 
2b' + 3(e' + d') andj = 2(a' + b') + 3e'. 

Case 6: 0(6) => 0(5): a mathematically canonical 
scheme for classifying 0(6) states. 

The states of the fundamental IR's are shown in 
Fig. 6. The elementary factors are 

(100; 10) = oc, (010; 01) = 'fj, (010; 00) = x' 
(001; 10) = (3*, (101;01) = ocb* - yfJ*. 

Thus the general 0(5) multiplet is defined by the 
I 

product 

(100; lO)a(olO; OI)b(OIO; OO)C(OOI; 10)a'(IOI; Ol)d. 

The labels are related to the IR labels ,11,12,13 and 
multiplet labels A~A~ by Al = a + d, ,12 = b + e: 

1.3 = a' + d, ii.; = a + a', ).~ = b + d. 

Case 7: 0(6) ~ 8U(4) => 0(4): the Wigner super­
multiplet scheme9

; 0(4)""" 8U(2) x 8U(2) describes 

8 0(5) =:> SU(2), states of the physically interesting IR's (0, ).,) are 
discussed by K. T. Hecht, Ref. 6, and by S. A. Williams and D. L. 
Pursey, J. Math. Phys. 9, 1230 (1968). 

• The Wigner super mUltiplet group has often been discussed in the 
literature. A graphical solution of the internal multiplicity problem 
is given by A. M. Perelomov and V. S. Popov, Yad. Fiz. 2, 738 
(1965) [Sov. J. Nucl. Phys. 2, 528 (1966)]; explicit states of Gel'fand 
type have recently been constructed by M. Resnikoff (report of 
work prior to publication). 
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FIG. 6. The fundamental IR's of 0(6) with heaviest states of 0(5) 
multiplets denoted by X. 

spin and isospin. The subgroup provides two labels too 
few for the general IR, one too few for IR's in which 
one of .1.1.1.2.1.3 vanishes, just enough for the simple IR's 
(.1.200), (0.1.20), (00.1.3), 

The states of the fundamental IR's are shown in 
Fig. 7. The elementary factors, whose algebraic form 
we omit, are (100; H), (200; 00), (010; 10), (010; 01), 
(020; 00), (001; H), (002; 00), (101; 10), (101; 01), 
(110;U), (Ol1;U), (l1i; 10), and (111;01). The 
redundant combinations are (111;10)(101;01); 
(111; 01)(101; 10); (101; 10)(101; 01); (110; tW; 
(011; tW; (110; H)(Ol1; H); (110; H)(OOI; H); 
(011; H)(100; H); and (100; U)(OOI; H)(020; 00); 
and either (111; 10) or (111;01) with any of (100; H), 
(001; H), (110; H), (011; H), (111; 10), and (111; 01). 

We omit relating labels which are the indices of 
elementary factors to the conventional A1A2A3hj2; the 
connection is easily written down, since the conven­
tional labels are additive for powers of elementary 
factors. 

Case 8: G2 =:l SU(3): the exceptional group, at one 
time considered a candidate for describing particle 
symmetries10 ; it has no mathematically canonical 
subgroup. The subgroup SU(3) provides one label 
too few for the general JR, the right number for the 
simple JR's (.1.10), (0.1.2), 

The fundamental IR's are shown in Fig. 8. The 
elementary factors are just the heaviest states of the 
multiplets of the fundamental IR's, i.e., (10; 10), 
(10; 01), (10; 00), (01; 10), (01; 01), and (01; 11); 
there is one redundant combination, (10; 00)(01; 11). 
The conventional labels AIA2A~A; are easily expressed in 
terms of the exponents of elementary factors, since 
they are additive for such products of powers. 

Case 9: SU(N) =:l SU(N - 1); possibly the most 
studied group-subgroup chainll ; includes SU(3) =:l 

SU(2), which is used to classify elementary particles. 

10 Attempts to use G. to describe particle symmetries are described 
by R. E. Behrends, J. Dreitlein, C. Fronsdal, and W. Lee, Rev. Mod. 
Phys.34, I (1967). They also give the fundamentaIIR's, the dimen­
sion formula, and some simple Clebsch-Gordan series. 
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FIG. 7. The fundamental IR's of 0(6) with heaviest states of 0(4) 
multiplets denoted by X. 

SU(N - 1) is a canonical subgroup, for, together with 
the "N-hypercharge" ZN' it provides enough internal 
labels for SU(N) states. 

There are N - 1 fundamental IR's. The ith­
fundamental IR (i = 1, ... ,N - 1) has one column 
of i boxes in its Young diagam; it contains two 
multiplets, which we denote by (i; 1) and (i; 2). For 
(i; I), the N-hypercharge Zs has the value i/N, and 
the multiplet is the ith-fundamental irreducible repre­
sentation of SU(N - 1), except for i = N - I when 
it is an SU(N - I) scalar. For (i; 2), the value of 
Z.v is if N - 1, and the multiplet is the (i - I )th­
fundamental irreducible representation of SU(N - 1), 
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FIG. 8. The fundamental IR's of G.; heaviest states of SU(3) 
multiplets are denoted by X. 

except for i = I when it is an SU(N - 1) scalar. The 
elementary factors are just the heaviest states of the 
2N - 2 multip1ets of the N - 1 fundamental IR's. 
There are no redundant combinations. Expressions 
for the 2N - 2 conventional labels AI,"', A.v_1' 
ZN, A~,··· ,A.~ __ l are easily found in terms of the 
exponents of the 2N - 2 elementary factors, since the 
conventional labels are additive for products of 
powers of elementary factors. 

Case 10: G =:l U(I); here one is, in effect, using no 
subgroup at all to help label the states. 

11 Heaviest members of SU(N) => SU(N - 1) multiplets of 
Gel'fand type are given explicitly by G. E. Baird and L. C. Bieden­
harn, J. Math. Phys. 4, 1449 (1963), Eq. 50. The states involves 
elementary polynomials in boson creation operators (operating on a 
vacuum ket) similar to the elementary factors of the present paper. 
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The elementary factors are all the states of all the 
fundamental IR's. In general, certain combinations 
are redundant because of unwanted expressions. As 
an example, we consider the labeling of SU(3) states. 
The fundamental IR's are shown in Fig. 1. The ele­
mentary factors are now 'f)a'f)*~*~*. The unwanted 
expression 'f)'f)* + "* + ~~* implies a single re­
dundant combination which may be taken to be "*. 
Thus the states12 are defined by 'f)a'f) *a' e ~*b' ~c ~*c', 

12 The states defined in the text are analogous to the "Weyl" states 
described by Baird and Biedenharn in Ref. 10. 

with c = 0 or c' = 0; the IR labels are Al = a + b + 
c and .12 = a' + b' + c'. 

Case 11: G ::::> G; the trivial case in which the sub­
group is the group itself. 

Here the terms IR and multiplet are synonymous. 
The elementary factors are just the heaviest states of 
the fundamental IR's. That the heaviest state of each 
multiplet (IR) is a product of powers of the elementary 
factors is just the content of Cartan's fundamental 
theorem. There are no redundant combinations. 
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After a brief summary of the results obtained previously concerning the boson formalism in super­
conductivity, the formalism is generalized to include finite temperature and Coulomb interactions. 
Finally, as an illustration, the formalism is used to derive the Landau-Ginsburg equations and to study 
the vortices in type II superconductors. 

1. INTRODUCTION 

The results of previous articles1.2 suggest that most 
of the characteristics of the ground state of super­
conductors are controlled by bosons which can be 
mainly regarded as bound states of quasi-electrons. 
The purpose of this paper is to generalize in several 
directions the formalism developed previously and to 
extend it. 

After briefly summarizing the results already 
obtained and showing how the boson formalism is 
particularly well suited to the description of the 
problems of gauge invariance, we first indicate how 
to generalize this formalism to all temperatures below 
Tc ' how to include the effect of an external electro­
magnetic field, and finally how to take into account 
the Coulomb interaction among electrons. 

In this last generalization we find that there appear 
two types of plasmalike oscillations. One type of 
oscillation is similar to the one appearing in a normal 
electron gas, whereas the other type is actually a 
phase oscillation which recovers the gauge invariance. 
The characteristics of these two modes are not neces-

1 L. Leplae and H. Umezawa, Nuovo Cimento 44, 410 (1966). 
2 L. Leplae, R. N. Sen, and H. Umezawa, Progr. Theoret. Phys. 

(Kyoto) Supp!. (1965); L. Leplae, R. N. Sen, and H. Umezawa, 
Nuovo Cimento 49, 1 (1967). 

sarily the same under every circumstances. The 
possibility of distinguishing experimentally these two 
modes will be the object of an article to come. 

We also find that the Coulomb effect does not 
introduce any major change in our previous results. 
Furthermore, the treatment of the Coulomb effect 
demonstrates once more the simplicity of the for­
malism. 

After having introduced these generalizations, we 
proceed to show that in this context the generalized 
Landau-Ginsburg3- S equations can be derived very 
simply. 

Finally, we show that the importance of the bosons 
becomes most explicit in the formation of vortices. 
We will see that the radius of the vortex core is a 
macroscopic manifestation of the uncertainty prin­
ciple, thus supplying us with another macroscopic 
example of the quantum mechanical nature of super­
conductivity. 

Let us close this section by a remark on notations. 
In Sec. 3, a superscript © is used to designate the 
operators which depend on the Coulomb interaction. 

3 L. P. Gor'kov, Zh. Eksp. Teor. Fiz. 36,1918 (1959) [Sov. Phys.-
JETP 9, 1364 (1959)]. . 

4 N. R. Werthamer, Phys. Rev. 132, 663 (1963). 
• L. Tewardt, Phys. Rev. 132, 595 (1963). 
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In the sections following Sec. 3, this is not done 
because all the arguments are true whether the 
Coulomb interaction exists or not. 

2. SUMMARY OF PREVIOUS RESULTS 

To begin with, let us summarize briefly the results 
of our previous articles. 

The Hamiltonian used here is the familiar one 

H = L €iattakt + atlakl) 

+ (-A) L a:ta~k+qa_k'+qlak,t· (1) 

We looked for a set of creation and annihilation 
operators of free fermions (oct!. t (t), ock!, t(t» and free 
bosons (Bt(t), Bk(t» which are determined by the 
conditions that their time dependence has the form 

ocd, t(t) = ocd, te-iEkt, 

Bit) = Bke-iwkt (2) 

and that the electron operators a"l,t(t) are expressed 
as a linear combination of normal products of these 
free operators 

akf(t) = akt(t) cos Ok - a~kl(t) sin Ok' (3a) 

etc., where 

akt(t) = OC"t(t) + Lfip, I)OC~kHI(t)OCp+!lt(t)OC_p+tzt(t) 
v,l 

v.1 

+ L g~ll(l)oc~k+ll(t)BzCt) 
I 

+ L g~2J(I)oc~k+zl(t)B~I(t) + .. " (3b) 
I ' 

etc. Here, the intermediate operators aCt) were intro­
duced to simplify the formula. Note that the quasi­
fermion operators (oc+, oc) and boson operators 
(B+, B) commute with each other. The quantities 
0, f, h, g(1J, g(2J, Ek , and WI are so determined that 
aCt) satisfies the canonical equations derived from the 
Hamiltonian (1). It should be noted that the existence 
of the Bose field Bk is not assumed, but is required by the 
fact that aCt) has to satisfy the above-mentioned equa­
tions as is extensively shown in Ref 1. There it is also 
shown that B is a bound state. 

It can be shown that the Hamiltonian given in (1) 
takes the form 

H = I Ek(octtOCd + octlockl) + L w1BiBl' (4) 

when expressed in terms of the free operators. 
The calculation of O,j, h, g(ll, g(2J, Ek , and WI are 

presented in Ref. 1. In particular, WI is found to be 
proportional to I: 

WI = Vo Ill· (5) 

Using the expressions in Eqs. (3), we express the 

charge and current densities 

p(x, t) = V'tV't + V'tV'I, (6) 
j(x, t) 

= (2m)-1['1ptVV't - VV't . V't + V'tVV'I - VV't· "I'll 
(7) 

explicitly in terms of free operators (ock !. t ' Bk ), where 

V't,l = L akt,l(t)eik'x. 
Ie 

The results are the following!: 

p(x, t) = p(lJ(X, t) + p(2J(X, t), 

j(x, t) = tlJ(x, t) + j(2J(X, t), 

a 
p(2\X, t) = -r; - B(x, t), at 
j<2J(X, t) = v~r;VB(x, t). 

Here the boson operator B(x, t) is defined as 

(8) 

(9) 

(10) 

(11) 

B(x, t) = L (2w
1
rt(B/(I,x-w 1tJ + Bi e-i(J'X-W/IJ). 

III <10 

(12) 
The cut off momentum 10 is given by 

10 = 26.Jvo, (13) 

because the bosons decay into quasifermion pairs 
when vol> 26.. 

The operator B(x, t) satisfies the equation 

( a2 2t'72) at2 - Vov B(x, t) = o. (14) 

It can be seen from (10) and (11) that j(2J and p(2J 
satisfy the conservation law 

V .j(2J + ~ p(2J = o. 
at 

The constant r; in (10) and (11) is given by6 

r; = -2~6.[R(0)]~, (15) 

where 6. is the energy gap [i.e., Ek = (€~ + 6.2)t] and 
R is defined bt·8 

R(I) = - i f d3

k 
2 (2'77l 

xJrodW 1 
-00 21T (w2 

- EZ+h + i€)(w2 
- E!_!l + i€) 

= ! f d 3

k 3 (Ek+tl + Ek-!l) 1 2 . 

4 (21T) (Ek+!IEk-!r) (Ek+tr + Ek_!I) 

(16a) 

• When lIw,/Ep « 1 and !i2/1l2W~« 1, one can show easily that 
'T}vo ~ -(n/m)!, where n is the electron density. 

7 R(I) defined here corresponds to R(I, 0) in Ref. 1. 
8 There are two misprints in Ref. 1: Eq. (4.3) in Ref. 1 should be 

replaced by (15) of this article. 
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The boson velocity Vo is defined by the relation 

v~12R(I) 

if d3
k 

= - 2 (27T)3 

Joo dw (€k+!l - €k_!l)2 
X - -------'~-=.:...-.....::.-..!.:..:..----

-00 27T (w2 - E;+!l + i€)(w2 - E~_!l + ic:) 

= !f d3
k (Ek+il + Ek-il) (€k+!l - €k_!1)2 . 

4 (27T)3 Ek+!zEk-h (Ek+!l + Ek_!l? 

(16b) 

This gives vo""" (3)-!V F when the approximation 
k ~ kF is made in the above integration. (This 
approximate form of Vo is the one given by Bogoliubov9 

for the collective modes.) The quantities p(1) and j(l) 

in (10) and (11) mainly depend on the quasi-electron 
operators (IX, IX+) and satisfy the conservation law 

V _j(l) +! p(l) = o. 
at 

It was proved l that 

f d3xp(l)(x, t) = 0, (17) 

which shows that the Fourier component pUl(I, E) 
vanishes at the low-momentum limit (I""" 0). To see 
more closely the situation, the reader is referred to the 
relations (3.4) and (3.7) in Ref. 1, which show that 
p(l)(I, E) is small when Vo III «2~. Therefore, we 
find that 

p(l, E)""" p(2)(I, E), for VO III « 2~. (18) 

Let us now discuss the gauge transformation. The 
transformation 

1jJ(x, t) --+ exp [if(x, t)]1jJ(x, t) 

is generated by 

N f = f d3xf(x, t)p(x, t) 

which can be rewritten as 

N f = f d3xf(x, t)p(2)(X, t) 

= _'Yjfd3Xf(X, t) ! B(x, t), at (19) 

whenf(x, t) is a slowly varying function of x so that 
only low momenta are important. In this case, it can 
be seen from (19) that the gauge transformation is 
induced solely by the boson. 

• N. N. Bogoliubov, A New Method in the Theory of Super· 
conductivity (Consultants Bureau, New York, 1959). 

To express the gauge transformation explicitly in 
terms of free operators, we first compute the com­
mutator 

[B(X, t), :t B(y, t) ] = ic(x - y). (20) 

Since (20) is close to the canonical commutation 
relation, we introduce the following notation: 

a 
7T(X, t) = - B(x, t). at (21) 

Then the approximation (18) gives 

p(x, t) = - 'Yj7T(X, t). (22) 

Making use of (12), we find that 

c(x - y) = flT drp l"sin () d() LOl2 dleillx-yl coso (23) 

which has the following normalization: 

f d3yc(x - y) = 1. (24) 

We are now ready to compute the commutator 
between the generator and the boson operator, 

[Nt, 'Yj-IB(x, t)] = J d3yc(x - y)f(y, t), (25) 

where (19) was used. From this, the gauge transforma­
tion is found to be 

rpu(x, t) --+ exp [-iNf]rpl,l(x, t) exp [iN,] = q'Jt,l(x, t), 

B(x, t) --+ exp [- iN f]B(x, t) exp [iN f] 

= B(x, t) + 'Yj f d3yc(x - y)f(y, t). (26) 

Here the quasifermion field rp(x, t) is defined as 

rpl,l(x, t) = f d3klXki,~ei(k.x-Ekt~ 
In the special case off(x, t) = 1, Eq. (25) becomes 

[N, 'Yj-lB(x, t)] = i. (27) 

This shows that 'Yj-l B is the canonical conjugate of 
the number operator of electrons. Owing to this 
reason, B was called the phason field. When f(x, t) 
is a constant, say 0, the gauge transformation (26) is 

rp --+ rp, B --+ B + 'Yj(). (28) 

This shows that 1jJ takes the form 

1jJt,l = eiB1qF( rp, VB, 7T) (29) 

when expressed in terms of the free fields Band rp. 
Obviously, the phason equation (14) is invariant 
under the gauge transformation (28) as it should be. 
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This last expression shows explicitly that the gauge 
transformation is controlled mainly by the phasons 
whenf(x, t) is a slowly varying function of x. On the 
other hand it can be shown that, when f varies 
strongly so that high momenta dominate, the gauge 
transformation is essentially controlled by the quasi­
fermions. 

We close this section by noting that the gauge 
transformation (26) modifies the ground state current 
by the amount 

(bj) = v~r/I d3yc(x - yWf(y, t), (30) 

where use was made of (11). 

3. COULOMB EFFECTS 

In the previous section we, completely disregarded 
the Coulomb interaction. As the following considera­
tions show, it is a simple matter to take into account 
the Coulomb effects in this formalism. 

Let us first recall that cp(x, t) and B(x, t), introduced 
in the previous section, are the free operators and, 
therefore, that the Hamiltonian (1) can be expressed 
in the form of a free Hamiltonian of these operators 
[cf. (4)]: 

(31) 
where 

Ho(cp) = I EioctWkt + octlockl) (32) 
k 

and 

1< 10 

= ! I d3x[ 'IT 2 + v~V B • VB] + c number. (33) 

Here 'IT is defined by (21), i.e., 

a 
'IT = - B. at (34) 

When the Coulomb interaction is introduced, the 
new electron field 1p© satisfies the canonical equation 

~ 1p©(x, t) = -i[1p©(X, t), n©]. 
at 

Here the new Hamiltonian n© has the form 

n© = H© + Hrpj) 

(35) 

(36) 

in which the Coulomb interaction Hr?, is given by 

2 ©( )©() 
H© = ~Id3XId3 ,p x, t p y, t (37) 

(c) 2 ) Ix _ yl 

and H© is defined by replacing 1p by 1p© in the old 

Hamiltonian (l): 
(38) 

The "neutral" electron field 1p is related to 1p© by 
a unitary transformation Set): 

1p©(x, t) = S-l(t)1p(X, t)S(t). (39) 

Let us define 

cp©(x, t) = S-l(t)cp(X, t)S(t), (40) 

B©(x, t) = S-l(t)B(x, t)S(t), (41) 

'IT©(x, t) = S-l(t)'IT(X, t)S(t) 

= S-l(t) ~ B(x, t)S(t), (42) at 
where cp and B are the operators introduced in the 
last section. 

We see from (39) that 

and that 

p©(x, t) = S-l(t)p(X, t)S(t), 

j©(x, t) = S-l(t)j(X, t)S(t), 
(43) 

n© = S-J(t)(H + H(c)S(t), (44) 
in which 

H = ~Id3XId3 p(x, t)p(y, t) . (45) 
(c) 2 y Ix _ yl 

Making use of (31), we can rewrite (44) as 

n© = S-l(t)[Ho(cp) + Ho(B) + H(c)]S(t). (46) 

Since we are interested in the long-range effects of 
the Coulomb potential, we are not concerned with 
the high-momentum contributions of the Coulomb 
potential. To be specific, we keep only the momentum 
components of the Coulomb potential corresponding 
to 1 < 10 , This choice of cutoff will be justified later. 
We can now write p in (37) in terms of the boson 
operator as 

(47) 

so that we obtain 

2 © © 
H© = ~ Id3xId3 'IT (x, t)'IT (y, t) (48) 

(c) 2(4 'IT) Y Ix _ yl ' 
where 

(49) 

It is worthwhile to note that, as Hfi; in (48) contains 
only the boson operators, the quasifermion operators 
are not modified; i.e., 

Because of this, only the bosons need to be studied. 
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The boson Hamiltonian is 

(51) 
with 

H?(B) = S--\t)Ho(B)S(t) 

= ~ J d3x[( 7T©)2 + v~V B© • V B©] + c number. 

(52) 

To derive the new boson equation, we note the 
following relations: 

[B©(x, t), 7T©(Y, t)] = ic(x - y), (53) 

J d3yc(x - y)B©(y, t) = B©(x, t), 

J d3yc(x - Y)7T©(Y, t) = 7T©(X, t). (54) 

The above commutation relation is due to (20) and 
the relations in (54) can be derived by means of (23). 

The canonical equation 

~ B©(x, t) = - i[B©(x, t), H©(B)] 

leads to 

~ B©(x, t) = 7T©(X, t) + fl2 Jd3y 7T©(Y, t). (55) 
at 47T Ix - yl 
Then the canonical equation for aBjat gives 

(:t: - V~V2)B©(X' t) 
_ fl2V~Jd3y _1_ V2B©(y, t) = O. (56) 

47T Ix - yl 
The last term on the left-hand side shows that the 
bosons at two points x and yare correlated with each 
other even when x is very far from y. 

It should be noted that partial integration applied 
to the integral in (56) does not give ( - fl2V~B©) because 
of the long-range nature of the Coulomb potential. 
To estimate this integral, we must remember that the 
integration domain is the metal of finite volume 
V = V. This means the d3y in (56) must be replaced 
by g(y) d 3y where g(y) is a function confined inside 
the metal. We can approximately express g(y) by 
exp (-E Ix - yl) when V is large. Here E is given by 

E,-...I 1jL. (57) 

The last term in (56) then gives 

[,u2V~/(V2 - E2)]V2 B©. 

Therefore, (56) becomes 

( 
02 2 2 2 2 ,u 2V~E2) © - + Vo,u - VoV - 2 2 B (x, t) = O. (58) ot2 

E - V 

Thus, the energy spectrum of the boson of momen­
tum I is given by 

Wz = [V~fl2 + V~/2 _ fl 2vgE2/( E2 + 12)]~ 
= (VJfl2 + V~/2)~, for I» E, 

= Vol, for 1« E. (59) 

One should note that the excited energy spectrum 
practically starts at the plasma frequency Vofl, because 
I ~ E for excited levels. The bosons of extremely low 
momentum (l« E) can, however, influence the 
ground state and, as is shown later, play an important 
role in the gauge transformation. The transformation 
Set) can be computed in many ways. An easy method1o 

is to diagonalize the Hamiltonian H(B) by means of 
the Bogoliubov transformation. To do this, we ex­
press the Hamiltonian Ho(B) and H(c)(t) in the 
momentum representation by using (12) and a similar 
expression for 7T = aB/at: 

Ho(B) + H(c)(t) 

= [" B+B _ ,u
2

W k (B e-iwkt _ B+ eiwkt) £., wk k Ie 2 ? k -k 
Ie k + E-

X (B_ke-iWkt - Bteiwkt)} 

Here E is introduced to take into account the fact that 
the size of the system is not really infinite [see Eq. 
(57)]. It can be shown that H(B) in (27) takes the 
diagonal form 

H©(Bl = L wkBtBk + c number, (60) 
k 

where we choose Set) to satisfy 

S-l( t)BzS( t)e-iw1t 

= iClvowzr![(wz + vol)Bze-iwlt + (wz - vo/)B:.t:-zeiw1t]. 

(61) 
Here, the energy Wz is given in (59). 

Then, using (12), we can express B© and 7T© in 
the momentum representation: 

B©(x, t) = L vo/-\twi 
Z<lo 

X (B/l.x-iWlt + Bie-il.X+iwlt), (62) 

7T©(X, t) = - i I vol/(2wz)-1 
l<lo 

X (Bze,l.x-i,olt - Bie-d.x+iWlt). (63) 

To see if the boson B© still acts as a phason, we 
shall examine the gauge transformation. Following 
an argument similar to the one presented in Sec. 2, it 
can be seen from (47) and (53) that the gauge trans­
formation is induced by the boson operator in the 

10 Another way, where the momentum representation is not 
needed, is to use the equation i[dS(t)/dt] = H(c)(t)S(t). 
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following manner: 

B©(x, t) --+ B©(x, t) + 1]f d3yc(x - y)f(y), (64) 

even when the Coulomb potential exists. We thus see 
that B© is the phason and that the electron operators 
keep the form (29), i.e., 

V'u = exp (iB©/1])F(rp, VB©, 7T©). (65) 

Let us further note that (27) remains true even when 
B is replaced by B©, showing that (l/1])B© is the 
canonical conjugate of total number of electrons. 

It is worth noting that the phason equations (56) 
and (58) are invariant under the gauge transformation 
with a uniform phasef(y) = () (i.e., B© --+ B© + 1](), 

as they should be. This transformation is induced by 
the phasons with 1« E, showing the important role 
played by these phasons. 

Besides the phasons described above, there may exist 
other excitations of the plasma type with I > 10 corre­
sponding to the Coulomb interactions among quasi­
electrons (or "normal" electrons). Nevertheless, these 
plasmons will not play any role in the phase properties 
of the superconductor and, in this sense, are not of 
immediate interest in this article. This justifies the 
cutoff I = 10 introduced in the Coulomb potential. 

To see how the Coulomb effect influences the 
density, we rewrite (55) in the form 

7T©(X, t) = - - d3y e V2 
- B©(y, t). (66) 

1 f -I'IX-Yi a 
47T Ix - yl at 

Performing a partial integration, we find 

7T©(X, t) = :t B©(x, t) 

- - dSy-_ -B ~(y, t), 
ft2 f e-I'lx-YI a © 

47T Ix - yl at 
which gives 

p©(x, t) = -1] E- B©(x, t) at 
+ 1]ft d3y e _ B©(y, t). 

2

J 
-l'lx-yl a 

47T Ix - yl at 

(67) 

(68) 

The second term in (68) shows that the charge density 
at a point x is influenced by the phasons in the domain 
of radius 11ft [= 1 I (47T)!e 1]]. 

The current can be derived from (43) and (11): 

j©(x, t) = V~1]V B©(x, t). (69) 

To prove the conservation law, we note that the 
phason equation (58) implies 

(70) 

This relation together with (66) gives 

E- 7T©(X, t) = v~V2B©(x, t). at 
The conservation law 

V .© + a © 0 'J -p = at 

(71) 

follows immediately from (71) because of (47) and 
(69). 

4. INVARIANT TRANSFORMATIONll 

Let us now consider the special case of gauge 
transformations which leave the system invariant. 
We thus assume that f(x, t) is independent of t, 
denoting it by f(x), and that 

[Nt, H] = O. (72) 

The latter condition leads to 

fd3x!(X) E- p(x, t) = 0, at 
which in turn gives 

f d3xf(x)V • j(x, t) = O. 

This is satisfied when Vf = O. The invariance con­
dition, however, is still weakened when f(x) is a 
slowly varying function (l « 10)' In that case, 

J d3xf(x) :t p(x, t) = -J d3
xf(x)V • j(x) 

= -V~1]f d3xf(x)V2B(x, t), 

owing to Eq. (11) [or (69)]. The requirement that 
Nt = 0 implies that 

[B(X), f d3yV2B(y, t)f(Y)] 

= V2I d3yic(x - y)f(y) = V 2f(x) = 0, 

using the fact thatf(x) is varying slowly with x. Thus, 
the gauge transformation is an invariant transforma­
tion when 

V2j(x) = O. (73) 

It is obvious that the gauge transformation (26) 
leaves the phason equation (14) [or (56)] invariant 
under the condition (73), as it should. 

A simple example of (73) is given by 

f(x) = a· x, 

11 In this and following sections, no © superscripts are used 
because all the arguments are true whether the Coulomb interaction 
exists or not. 
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where a is a constant vector. This corresponds to the 
following persistent current: 

(oj) = v~lla, 
according to (30). 

The condition (73) is no longer necessary when 
there is an external electromagnetic vector potential 
A, since the effect of the gauge transformation of 1p 

can be cancelled out by the gauge transformation of 

A (i.e., eA ---+ eA + Bf), and this leaves the system 
invariant. In that case, (26) shows that A always 
appears in the following combination with V R: 

VB -1]J d3yc(x - y)A(y). (74) 

By the same argument, we can show that the scalar 
potential 1> always appears in the combination 

~ B -Jd3yc(x - y)1>(y). (75) ot 
5. FINITE TEMPERATURE 

The arguments in the previous section can be easily 
extended to finite temperatures by means of the well­
known quantum-statistical technique,12.13 i.e., by 
making the following replacements in expressions of 
Eqs. (16): 

where 

W ---+ iWn' 

(27T)-1 L: dw ---+ ikn T ~, 

Wn = 2n7TkB T, 

= (2n + l)kBT, 

for bosons, 

for fermions. 

(76) 

Similar replacements should be performed every­
where in the computations of the previous article.1 In 
particular, the expansion coefficients in Eqs. (3) also 
depend on the temperature. 

By (76) we obtain 

T kBTJ d
3
k 1 R (I) = - --3L 2 2 2 2 

2 (27T) n (O)n + EHh)(w n + Ek-~l) 

and 

v~12RT(I) 

= kuTf d
3
k L (€k+~l - €k-!IY 

2 (27T)3 n (w~ + E;+ll)(W~ + E!_!l) 

(77a) 

= knT /2f d
3
k ~! 1 . 

2 (27T)33m 2 n (w~ + E;+!z)(w~ + ELfl) 

(77b) 

12 H. Ezawa, Y. Tomozawa, and H. Umezawa, Nuovo Cimento 
5,810 (1957). 

13 A. Abrilcosov. L. P. Gor'kov, and I. E. Dzyaloshiskii. Zh. 
Eksp. Teor. Fiz. 36. 900 (1959) [SOy. Phys.-JETP 9, 636 (1959)]. 

The constant 1] depends on Tthrough the relation (IS), 
i.e., 1](T) = -2~D.(T)[RT(O)]!. 

We thus find that 

2 2 A 2 k f d3
k k

2 

Vo1](T) = 4Ll.(T) BT --3-
(27T) 3m2 

1 
x L (2 2)( 2 (78) 

n wn + E/<+fl W" + Ek-!z) 

It can easily be shown that 1]2(T)v~ c:::: ns(T)/m, where 
ns(T) is the density of superelectrons. At finite tem­
perature, Eq. (59) should be replaced by 

wz(T) = [V~.u(T)2 + v~12 _ V~.u2(T)€2/(l2 + €2)]f, 

where 

v8.u2(T) = 47TeV(T)v~ '" 47Te2n.(T)/m. 

Besides these phase oscillations there can also exist, 
at finite temperature, plasma oscillations of the quasi­
electrons. 

6. THE GENERALIZED LANDAU-GINSBURG 
EQUATIONS 

In this section we derive the second Landau­
Ginsburg equation and compare the expression 
obtained with the one given by Werthamer. 4 As our 
purpose is essentially to show the simplicity of the 
derivation, it is not necessary to give a full derivation 
of the first Landau-Ginsburg equation. (The methods 
used in the derivation of both equations are quite 
similar.) 

In order to simplify the notation, we replace the 
function c(x - x') [see (23)] by O(x - x') in this 
section. This simplification does not induce any 
significant change in the results. Thus, (26) shows us 
that a gauge transformation 

1p ---+ eif (X,t)1p 

is induced by the transformation of B(x, t), 

R(x, t) ---+ R(x, t) + r;f(x, t), (79) 

whenf(x, t) is a slowly varying function of x. 
Making the replacement (74) in the relation (30), 

we obtain the ground-state current14 

(j) = v~1]2(Vf - eA). (80) 

14 Combining (30) and (74), we find that 

(j(x» = v~172 J d3yc(x - y)[Vj(y) - eA(y)J. 

Equation (80) in the text is obtained from this by approximating 
the c function by the t5 function. The second term in the above 
expression gives a Meissmer current of the form 

-e2v~172 f d 3yc(x - y)A(y). 

Owing to the relation (24), this can be put in the form 

-e2vgI72(1 + F(V")V'2)A(x) 

with a certain function F which should be computed from the 
knowledge of the c function. Note that the c function has the range 
of order of ~ = 1/10 ' 
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To show that this is one of the Landau-Ginsburg 
equations, we recall that 

(81) 

where A is the coupling constant introduced in Eq. (I). 
After gauge transformation, (81) becomes 

~(x, t) = <e2iB/~+2ifF2( ip, VB - 'YJeA + 'YJVf, 7T», (82) 

where use was made of (29) and (74). 
We write (82) as 

~(x, t) = e2if(x,tl I~(x, t)l. (83) 

It is now easy to see that (80) can be put in the form 

V2'YJ2 
(j) = _0 -2 [~*(x, t)V~(x, t) - ~(x, t)V~*(x, t)]. 

i41~1 
(84) 

Inserting .the value of V~'YJ2 given in (78), Eq. (84) 
becomes identical to the generalized Landau-Ginsburg 
equation obtained by Werthamer [see Eq. (16) of 
Ref. 4]. 

It may be seen from (82) that I~I is practically con­
stant when ~ is varying so slowly that ~oVj (where 
~o is the coherence length) is negligible and when the 
temperature is so low that the variation of F in (82) 
is mainly due to the space dependence off 

As we mentioned in the beginning of this section, 
we do not give a full derivation of the first Landau­
Ginsburg equation, but only outline its derivation. 
This time we are concerned with V'~ V't: first one has 
to express V'~ V't in terms of the free operators (ip, B), 
then perform the gauge transformation (79), and 
finally compute the expectation value of the expression 
thus obtained. 

7. VORTICES 

As was shown in Sec. 4, the condition for the gauge 
transformation (26), 

B(x, t) - B(x, t) + 'YJ f d3yc(x - y)f(y), (85) 

to leave the system invariant is expressed by the 
condition (73), i.e., 

V2J(x) = O. (86) 

We notice that this condition leads to 

V 2J d3yc(x - y)f(y) = 0, (87) 

provided the system is simply connected. 
The condition (86) admits a variety of non-simply­

connected solutions. The simplest solution of a 
cylindrically symmetric nature is given by 

f(x) = Ivip. (88) 

ip is the cylindrical angle of the vector x and 'JI is 
required to be an integer in order to make the order 
parameter ~(x) single-valued. 

Let us note that the function c(x - y) is an oscillat­
ing function of Ix - yl which is practically confined 
in a small domain of radius of the order of 1//0 around 
the point x. [/0 is the cutoff momentum given by (13).] 
Since j(x), given by (88), is multiply connected 
around the cylindrical axes, (87) does not hold any­
more. Let us estimate how much the left-hand side of 
(87) deviates from zero. To do this, we define a new 
function 

D(x - y) = c(x - y), for Ix - yl < rex), 

=0, otherwise, (89) 

where rex) is the distance of the point x from the 
axes. According to (89), the cylindrical axes are ex­
cluded from the domain of nonvanishing D(x - y). 
Therefore, the partial integration simply leads to 

V2f d3yD(x - y)f(y) = f d3yD(x - y)V2f(y) 

= O. (90) 

When r(x)>> 1/10, then 

f d3yc(x - y)f(y) = f d3yD(x - y)f(y) (91) 

and, therefore, 

V2f d3yc(x - y)f(y) ,...., O. (92) 

On the other hand, the above quantity is considerably 
different from zero for rex) ..;; lflo, because in such a 
case (91) is not true anymore. This indicates that the 
persistent current 

<i> = v~rlV f d3yc(x - y)f(y) (93) 

is conserved in the region far from the axes [i.e., 
rex) » 1//0], but is not in the region close to the axes. 
Therefore, some quasifermions need to be present in 
order to keep the current conservation.Is These quasi­
fermions are mainly concentrated in a cylinder of 
radius of the order 

(94) 

:5 To ~eep the c0t?servation law we must give up the condition 
V 'f=. 0 m. the dOfl?am r(x)";; 1/10' Then, according to (74), A must 
eXist ~n t~IS domam so that we can construct the gauge-invariant 
combmatlon A - V f (see also Footnote 14). This A exhibits the 
response of the quasifermions effects. This argument shows also 
that creation of vortices requires that A ;:, 1/10 where), is the penetra­
tion depth. 
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We are thus led to the following picture.16•I7 

Excited quasifermions (or "normal" electrons) form 
a core of radius ;0' Far from the core there exists a 
persistent current (93), which is given by 

<j(x»""'" tvvg'lVcp = tvvg1]2[r(x)tIecp, (95) 

where ecp is the unit vector in the circular direction.18 

In the intermediate region there is a mixture of 
persistent current and excited quasifermions. 

To complete the picture, let us note that 

e i <j(x» • ds = -evg1]27Tv, (96) 

where the integration is taken over a circle of radius 
R» 1//0 , The left-hand side of (96) can be rewritten 

16 G. Rickayzen, Theory of Superconductivity (Interscience 
Publishers, Inc., New York, 1965). 

17 P. G. De Gennes, Superconductivity of Metals and Alloys 
(W. A. Benjamin, Inc., New York, 1966). 

18 Note Added in Proof" In the case of charged superconductors 
the expression (93) should be replaced, according to Footnote (14), 
by 

(j) = eV~1)2 f d3yc(x - y)[Vf(y) - eA(y)], 

where fey) is given by (88) and A(y) represents the self-consistent 
vector potential. A detailed calculation of the vortex current using 
this formula has been done recently by our group. In that case the 
current takes the well-known form 

(j) = 8~A3 K, (i)etp, for r» ~o· 
An expression for the current inside the core has also been obtained. 
(See L. Leplae, N. Mancini, and H. Umezawa, report of work prior 
to publication.) 

as 

e IdS. V x <j) = _1]2vge2I dS· V x A, 

where Eq. (80) has been used. Therefore, there appears 
a magnetic field concentrated mainly in the core of 
radius ;0' 

The total magnetic flux isI9 

~ = 7Tv/e. (97) 

Let us close this section by noting that the result 
(94) can be understood by a simple intuitive argument 
based on the uncertainty principle. We have seen that 
the phase 

I d3yc(x - y)f(y), 

which corresponds to a vortex, is generated by the 
phason B(x, t) [cf. (85)]. Since there is a cutoff 10 in 
phason momentum, the uncertainty principle 

~x·~I~l 

leads us to conclude that the phasons cannot stay in 
a region smaller than 

~x R:: 1//0 ""'" ;0' 
When they are confined in such a region they acquire, by 
the same uncertainty principle, enough energy to decay 
into quasifermions which remain after equilibrium is 
established to form the core of the vortex. 

19 In this article, 1i = 1 and c = 1. 
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We investigate possible characterizations of "short-range" interactions by means of conditions on the 
total transition probability II T'i'112. We desire to require that the total transition probability decrease 
exponentially as the displacement of the wavepacket 'i' increases. It is shown that this can only be done 
for certain types of sequences of wavepackets, and a criterion is developed for selecting these "proper" 
wavepackets. We then show for all such interactions that what is essentially the square of the scattering 
amplitude is analytic, in the cosine of the scattering angle, in an ellipse which always includes the 
physical region. We then compare these results with the Schrodinger potential theory and thereby relate 
the type of the exponential decrease of a potential to the type of the exponential decrease of the corre­
sponding transition probability. Finally, our results are compared with similar results previously 
obtained by others working on this problem. 

1. INTRODUCTION 

This study is concerned with a characterization of 
the short-range property of strong interactions by 
means of statemeI)ts about observable quantities, and 
with the resulting implications for the scattering 
matrix. In particular, we impose conditions on the 
transition probabilities related to elastic cross sec­
tions for a fixed incoming wavepacket, and show that 
there is a relationship between these conditions and 
the (traditional) notions of "short range" which 
apply within potential theory. 

It is a basic assumption of hadron physics (the 
dynamics of the strongly interacting particles) that 
the interactions between particles are, in some sense, 
of short range. In a very intuitive sense. this means 
that two particles interact only when they are "near" 
each other, so that, asymptotically, a system can be 
described by free-particle states. In the Schr6dinger 
potential theory, "short range" usually means that 
the interaction potential is of exponential decrease, 
or faster, as the distance between packet and scat­
tering center increases. This behavior of the potential 
implies certain characteristic properties of other 
quantities in the theory, such as the phase shifts, the 
scattering matrix, and the transition probabilities. 
For example, the fact that the potential is of "ex­
ponentially" short range implies that, for any fixed 
energy, the scattering amplitude will be analytic in 
the cos () plane in an ellipse which contains the 
physical region, where () is the scattering angle. 

If we consider a more realistic, fundamental 
physical theory in which the forces are not derivable 
from a potential, we may wonder how to characterize 

* Research supported in part by the Air Force Office of Scientific 
Research, Office of Aerospace Research, United States Air Force, 
under Grant No. AF-AFOSR-68-1471. 

t Present address: University of New Mexico, Albuquerque, 
New Mexico. 

a short-range interaction. In analytic S-matrix theory,! 
the existence of regions of analyticity for the scat­
tering amplitude is taken as a fundamental charac­
terization of short range. 

We intend here to characterize short-range inter­
actions by a property of the total transition proba­
bility: Consider a scattering situation in which 1p 
represents the initial asymptotic state-vector. Then, S1p 
is the final asymptotic state-vector in the outcome of 
the scattering event, where S is the scattering matrix. 
If iT= S - I, the quantity IIT1p112 = 11(8 - 1)1p112, 
the square of the norm of the vector T1p, is a measure 
of the amount of scattering. In the following we call 
this measure the total transition probability. (We call 
it this, following custom, although it is not strictly 
a probability. If the vector T1p is orthogonal to the 
original state 1p, it will be a strict probability.) 

If the packet 1p stays away at all times from the 
scattering center, then we expect II T1p 112 to be "small." 
In particular, if we construct a sequence of packets 
which stay more and more away from the scattering 
center, then we expect the corresponding sequence 
of transition probabilities to decrease. We may regard 
the sequence of wavepackets as a probe to measure 
the rate of decrease of the interaction with distance. 
Because of the evidence from Lagrangian field theory 
(via perturbation theory), it is natural to expect 
exponentially decreasing forces even though these 
forces are not derivable from a potential. Therefore, 
at least for sequences which are "efficient probes," 
we expect the transition probabilities associated with 
short-range interactions to decrease exponentially, as 
the sequence of wavepackets stays more and more 
away from the scattering center. 

1 See, for instance, G. F. Chew, The Analytic S-Matrix (W. A. 
Benjamin, Inc., New York, 1966), or D. Olive, Phys. Rev. 1358, 745 
(1964). 
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We would like to specify the relation between 
"short range" and the analyticity of the scattering 
amplitude a bit more fully. In Appendix A, it is shown 
that if a potential is of exponential decrease2 of order 
b > I, then the corresponding scattering amplitude 
[which depends upon the magnitude of the incoming 
(relative) momentum p and the cosine of the scattering 
angle z] will be an entire analytic function in the vari­
able z, for every fixed nonnegative p; while if b < I, 
there will be no such region of analyticity, but rather 
the boundary of the physical region will include a 
singularity. If, however, b = I, then the corresponding 
scattering amplitude will be a function analytic in z 
(for every fixed nonnegative p) in some ellipse with 
foci ± I, the size of which depends upon the type. 
Therefore, in our attempts to characterize short-range 
interactions which are not derivable from a potential 
by an exponential decrease of a sequence of transition 
probabilities, we show that this implies an ellipse 
of analyticity in z for the scattering amplitude. [We 
find it convenient to use the notation f(s) = G(e-as') 
to indicate thatf(s) is of exponential decrease of order 
r and type a, in an analogy with the standard order 
symboL] 

Recently there has been some interest in the 
relation between the decrease of the transition proba­
bility and the region of analyticity of the scattering 
amplitude. Omnes3 assumed an exponential decrease 
for the transition probability for a selected sequence 
of Gaussian wavepackets, and he derived an ellipse 
of analyticity in z for fixed nonnegative p for the 
square of that scattering amplitude. Similar studies 
were also carried out by Kugler and Roskies,4 who 
derived an ellipse of analyticity, as well as MacDowell, 
Roskies, and Schroer.5 By making similar assump­
tions about the decrease of the transition probability 
(using wavepackets of compact support in momentum 
space), Stapp and Chandler6 showed that the scattering 
amplitude is Coo in all arguments in the physical 
region, excluding Landau singularities. 

In Sec. 2 we discuss whether or not certain specific 

2 We say that a function f(r) is of exponential decrease of order b 
if for every € > 0, lim exp (rb-<)f(r) = ° as r---+ 00, while 
exp (rb+f)f(r) is unbounded as r ---+ 00. If there exists a > 0 such that 

lim exp (arb)f(r) = 0, 
r_ OO 

then the type [of f(r)] is the least upper bound of all such a. Other­
wise, the type is O. [If for every a> 0, lim exp (arb)f(r) = 0 
as r _ 00, then the type is infinite.] Obviously, a function which 
decreases like some inverse power of its argument is of order O. If 
no order is mentioned, then the order will be assumed to be I. 

3 R. Omnes, Phys. Rev. 146, 1123 (1966). 
• M. Kugler and R. Roskies, Phys. Rev. 155, 1685 (1967). 
• S. MacDowell, R. Roskies, and B. Schroer, Phys. Rev. 166,1691 

(1968). 
6 H. Stapp and C. Chandler, J. Math. Phys. 10, 826 (1969); 

C. Chandler, Phys. Rev. 174, 1749 (1968). 

families of wavepackets are suitable for use as probes. 
In Sec. 3 we derive an ellipse of analyticity for what 
is essentially the square of the scattering amplitude, 
based on the assumption that II Tlpsll2 = G(e-aS) for 
some specific families of wavepackets 11", where s is a 
parameter which measures how far away that wave­
packet is from the scattering center, and a > O. In 
Sec. 4 we compare the results obtained in Sec. 3 with 
the SchrOdinger potential theory. In particular, we 
attempt to relate the constant a [in the assumption 
that II TlpsII 2 = G(e-as)] to the range of a potential 
V(r)'= O(e-Ilr

). We also compare the various results 
which we have obtained with the results obtained 
by others working on this problem. 

2. A MEASURE OF THE EXTENT TO WHICH A 
PARTICLE APPROACHES THE SCATTERING 

CENTER 

Although the problem with which we are truly 
concerned is one in which there are many different 
kinds of particles, each with different spins and 
statistics, the essentials do not depend upon all these 
details. We will, therefore, restrict our discussion to 
dealing merely with one type of scalar boson. Further­
more, we only consider the case of two incident 
particles, which is equivalent to the case of a single 
particle (tracing out the relative motion) incident 
upon a fixed target. We intend that a quite general 
interaction (of short-range) may occur while this 
particle is in the neighborhood of the target, so that 
there may be an arbitrary number of particles after 
the collision. (The quantity II Tlpll2 is the total transi­
tion probability into all channels.) 

We take lps to be a one-parameter family of initial 
asymptotic states ordered so that s is a measure of 
their displacement from the scattering center. We fix 
the normalization7 of the S matrix in the momentum­
space representation by 

(TelpS)(q) = f dpt5(p - q)T;(p, q)lpS(p), (2.1) 

where Te is the elastic portion of the T matrix. We 
designate the corresponding family of transition 
probabilities by 

(2.2) 
Then, 

pes) = J dPJ dplp*'(p')lpS(p)t5(p - p')A(p, z), (2.3) 

where pp' z = p • p', and A (p, z) is the absorptive part 
of the S matrix. We expand A(p, z) in the standard 

, In the following, we use units such that c = I = 11. 
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partial-wave expansion, 
00 

A(p, z) = (1Tp2rl I (21 + l)P!(z)AI(p). (2.4) 
!~O 

From the unitarity of the S matrix, we have that 

o ::; A!(p) ::; 1. (2.5) 

From Eqs. (2.3) and (2.4), 

pes) = 4!~O L'x'dPp2A I(P)ff(P), (2.6) 

where 

ft(p) == 21
4: 1J dnJ dn¥,*(p')¥,(p)P!(z)\p=p .. (2.7) 

We note that, for every b ~ a ~ 0, 

° ::;Lb

dPp2!!(P)::; 1, 

because of the normalization of the wavefunction 
¥,(p). Finally, we define our conventions so that 
¥'(x, t), the solution to the Klein-Gordon (or Schro­
dinger) equation, is related to its momentum-space 
representation ¥,(p) by 

¥'(x, t) = (21Trtt f dpeiP'X-iW(P)t¥'(p), (2.8) 

where w(p) is the energy corresponding to the momen­
tum p. [In the nonrelativistic (Schrodinger) case, 
w(p) = p2j2m, while in the relativistic (Klein­
Gordon) case, w(p) = (p2 + m2)1, where m is the 
reduced mass of the particle system under considera­
tion.] 

We need a method of selecting "efficient" wave­
packets: those which always stay far away from the 
scattering center. Obviously, some measure is needed 
of how much of the wavepacket is in the neighbor­
hood of the scattering center for all times-a "measure 
of closeness." We will use 

G[R, ¥'] =Joo dt r dx I¥'(x, t)12 (2.9) 
-00 J1xlSR 

as our measure of closeness. Then, G[R, ¥'] is the 
integral over all times of the probability, at the time t, 
that the wavepacket is within a sphere of radius R 
about the scattering center. We will take the "small­
ness" of G[R, ¥'] to mean that the wavepacket ¥' is, 
at all times, "away" from the scattering center. There 
are obviously some quantities other than G which 
might have been considered as a means of selecting 
"efficient" wavepackets. However, this particular 
measure is rather reasonable and convenient for 
actual computation with specific wavepackets. Also, 
for the particular wavepackets considered in this 

paper, any other reasonable choice would give the 
same results. 

A relation between G and II T¥'Il 2 can be seen by 
considering a theorem proved by Cook.s If, in a 
potential theory, V is the potential and H the total 
Hamiltonian, both of these being represented as 
operators on the Hilbert space of states, and ¥,(t) = 
ritCH-V)¥', Cook shows that 

II T¥'Il 
2 = II L:dteitHV¥'(t) r::; (L: dt IIV ¥'(t)lIf 

The size of II T¥, 112 depends on both the choice of a 
sequence of wavepackets and on the rate of decrease 
of the interaction. In particular, if the interaction 
decreases very slowly with distance, then we would 
not expect II T¥'Il 2 to be very "small," regardless of 
the choice of sequence of wavepackets. In order, 
therefore, to see the dependence of II T¥'Il 2 on the 
wavepacket, we choose 

VCr) = C, r < R, 

= 0, r> R. 
For this potential, 

L: dt 11V¥'(t)1I
2 = C2

G[R, ¥'1· 

Although this is not quite the same as the expression 
appearing in Cook's theorem, we can see that if G 
is not "small," then IIT¥'1I2 is not likely to be "small" 
either. 

Using Eqs. (2.7) and (2.8), we have 

G [R, ¥,S] = (21T)-2 J dPJ dp¥'*'(p')¥'S(p)b(w - w') 

x r dxeix.(p-p·) 

J1xlSR 

= 4 I loodPp4 dp R(p)IRdXX~~(XP)' 
!~O 0 dw 0 

(2.10) 

where w(p) is the energy corresponding to momentum 
p, and jl(XP) is the spherical Bessel fUnction of order I. 
[We note that w(p) ~ m, which implies that the 
relativistic version of G is always larger than the non­
relativistic version.] It is convenient to take the last 
expression in Eq. (2.10) as the definition of G[R, ¥,sJ. 
We then find (see Appendix B) that 

G[R, ¥'J < 21TR(1 + 4m2R2)11l¥'1I2; 

hence G[R, ¥'J is certainly well defined for all square­
integrable wavefunctions ¥'. These questions will be 

8 J. M. Cook, J. Math. & Phys. 36, 82 (1957). 
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discussed further in Appendix B. We see that G[R, 1j!] 
is a monotonically increasing function of R. Also, we 
note that it is a sum over I of terms each of which is 
positive, so that it can decrease no faster in s than 
any of its terms. We denote these terms by G1[R, 1j!s). 

Omnes3 considers Gaussian wavepackets of the 
form 

1j!S(p) = (b2/7T)t exp [-b2(p - k)2/2] exp (-is, p), 

(2.11) 

where s . k = 0. He shows that, in potential theory, 
pes) decreases exponentially with s [for a potential 
VCr) which is everywhere finite, and W(r)1 epr < C, 
C = const] provided that the width b increases with 
s so that 

(2.12) 

If, instead, b is independent of s, the spreading of the 
wavepacket causes it to have nonnegligible overlap 
with the scattering center at very large times, even 
though it had been displaced a very great distance 
away from the scattering center at time t = 0, as can 
be seen from Eq. (2.8) of Omnes.3 

The measure G[R,1j!] should give similar results. 
By some simple inequalities, we find that 

G[R, 1j!S] ~ Go[R, 1j!S] > C1mb3R3 d-4 

X exp (_b2k2) + o (R"/d6) , 

for sufficiently large values of d/R, where C1 is a 
numerical constant, and d2 = S2 - b4k2. However, 
by insisting that the width increase with s according 
to Eq. (2.12), we find that 

G[R, 1j!8] ~ C2mR3b-1 exp [-sk(l - R/S)2], 

for s > R, which agrees well with Omnes' results. It 
is therefore necessary to use this family of wave­
packets, a different one for each impact parameter, in 
order to keep "small" the probability that the wave­
packet will be near the scattering center at infinite 
time. 

Another interesting family of wavepackets is 

1j!~(x) = Bp-1 exp (b2 p . k - ip . s), P < k, 

=0, p> k, (2.13) 

where B = (27T)-t(x/k)(sinh x)-I, x = (bk)2, k· s = 
0, and 1j!~(p) has been displaced by an amount s from 
1j!g(p). We note that in x space this wavepacket is 
extremely broad-(x2 jav = <Xl-although (pjav and 
(p2jav are well defined. We then find that, for large 
values of d/R, d2 = S2 - b4k2, 

G[R, 1j!~] 2 Go[R, 1j!~] 2 (t)mR 3b4k 2 d-3 sinh-2 x. 

[See Eqs. (2.7), (2.10), and (2.13).] Again we choose 
b2k = s and then find that G[R, 1j!~] = O(e-2S (k-0» , 

<5 > 0, as s (and b) tend to infinity, for fixed k. 

3. SOME RESULTS FOR SPECIFIC 
WAVEPACKETS 

We now develop the basic results for the families 
of Gaussian wavepackets given by Eq. (2.11), with the 
extra condition b2k = s. Particular cases of these 
results have previously been given by Omnes,3 and 
Kugler and Roskies.4 Our basic assumption at this 
point is the exponential decrease of pes). Using Eqs. 
(2.6) and (2.11), we have9 

3 <Xi 
pes) = 167T(s/7Tk)2e-sk I [(21 + l)W1 

1=0 

X L'" dpp2AtCP)(2sp)21e-sp2/k. (3.1) 

In studying the consequences of this assumption, we 
work with what is essentially the Laplace transform 
of pes), namely10 

pew) = i<Xidse-W"(7Tk3/16s)tp(s) 

00 roo 
= l~ Jo dpA/p)hl(W, p), (3.2) 

where 

hl(w, p) = [2pk/(p2 + k2 + kW)]21+2. (3.3) 

The assumption that pes) = G(e-as) impliesll that pew) 
is an analytic function of w in the half-plane Re (w) > 
-a. On physical grounds, we assume further that 
there is at least one I, say 10 , such that for all Po > ° 

iPOdPAlo(P) > 0. (3.4) 

We now investigate the behavior of P(w) as a function 
of the complex variable w, for a fixed k > 0. Under 
the conditions on Al(p) [given by Eqs. (2.5) and (3.4)], 
there exists a nonnegative number a such that the 
series in Eq. (3.2), defining P(w) , converges to an 
analytic function of w whenever Re (w) > -a, and 
such that pew) is singular at IV = -a. We relegate 
this proof to Appendix C since the details are totally 
mathematical. It is shown there that if we define 

(l P+E )1/1 
K;(p) == lim sup dxAI(x) 

l- 00 'J}-f 

(3.5) 

• The calculation of f:(p) for the Gaussian wavepackets may be 
facilitated by the use of the standard expa!lsion of a plane wave in 
terms of spherical waves. See, for instance, Ref. 5, Appendix C. 

10 This particular method for study of the exponential decrease 
of a function was pointed out by Omnes in Ref. 3. 

11 D. V. Widder, The Laplace Transform (Princeton University 
Press, Princeton, 1946). 
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and 

K(p) == lim [K.(p)], (3.6) 
..... 0 

then 

o ~ a = - sup [2pK(p) - (p2 + k2)jkJ ~ k. (3.7) 
0<;"'<;00 

Therefore 2pK(p) - (p2 + k2)jk ~ -a, for every 
p ~ 0 and k ~ a. However, since K(p) is certainly 
independent of k, we see that 

K(p) ~ inf [(p2 + k2)j2pk - aj2p]. 
k"2:a 

By calculating this infimum, we find the useful condi­
tion 

K(p) ::;; yep) = 1 - aj2p, p ~ a, 

= p/2a, p ::;; a, (3.8) 

which is the necessary condition that the total transi­
tion probability be such that 

pes) = D(e-as) , (3.9) 

for all k ~ a > 0, where a is a number intended to 
characterize the exponential range of the forces. 

However, the converse is also true. In order to see 
this, we use Eqs. (3.1), (3.2), and the standard 
inversion formula for the Laplace transform to obtain 

(1Tk 3j16s)i pes) 

= 4se-sk 100 
dpp2Ao(p)e-s",2/ k 

+ (21Ti)-li~:~oodweSW Z~I {/dPAz(P)hz(W, p), 

which is valid for any c > -a. In Appendix C it is 
then shown that 

pes) ::;; 4e-sk + (16S/1TP)i 

x [H17k + c)P(c) + 8k2j3]eCS
, 

for every c > -a ~ -k. We therefore conclude that 
the condition (3.8) on K(p) is in fact a necessary and 
sufficient condition for Eq. (3.9) to hold. 

Consider now the integral of A(p, z), given by Eq. 
(2.4), over a small interval [p - 10, P + 10] of the non­
negative real axis, i.e., 

l~:'dXA(X' z) = 1T-\~ (21 + l)Pz(z) i~:·dxx-2Az(X). 
(3.10) 

By standard theorems on series of Legendre poly­
nomials,12 the series converges to an analytic function 
of z when z is in the interior of an ellipse with foci at 

12 E. T. Whittaker and G. N. Watson, A Course of Modern 
Analysis (University Press, Cambridge, 1962), p. 323. 

z = ± I, and semimajor axis 

Let 

ZI(P) == HK-2(p) + K2(p)] ~ Hy-2(p) + y2(p)], 

where the last inequality holds since K(p) ::;; I. There­
fore,I3 for sufficiently small 10 > 0, 

ZI(P, E) ~ [y-2(p) + y2(p)]. 

So Eq. (3.8) gives a lower bounrl on the semimajor 
axis of the ellipse of analyticity. which depends on 
the momentum p, and the "range of the interaction," 
as specified by the quantity a. 

It is customary to consider, rather than the quantity 
A(p, z), the quantity 

A(p, t) = A[p, z(p, f)], (3.11 ) 
where 

z = z(p, f) = I + f/2p2, or f = 2p2(Z - 1). 

(3.12) 

The variable f is the momentum transfer and has the 
real interval [_4p2, 0] as its physical region.14 Let 
us set tI(p, E) = f[p, ZI(P, E)] and fI(p) ={p[y-I(p) -
y(p)]}2. It then follows from Eqs. (3.8) and (3.10) 
that, for sufficiently small 10 > 0, 

fI(p, €) ~ fI(p) = a2[(4p - a)/(4p - 2a)]2, p ~ a, 

= 4a2 [1 - (p/2a)2]2, p ::;; a. 

(3.13) 

One sees that fl(p) is a monotonically decreasing 
function of p such that f~ (0) = 4a2 and 

lim fI(p) = a2
• 

[The curve f1(p) is plotted, for a = H.j3)/-t, in Fig. 1.] 
Summarizing, we find that the total transition 

probability pes) decreases exponentially like G(e-a8
) 

if and only if, for every p and 10 such that p ~ 0, 
10 > 0, and p - 10 ~ 0, J~!! dxA(x, t) is an analytic 
function of f, analytic in an ellipse with foci at _4p2 

18 In fact we have this condition only when K(p) < yep). If the 
equality K(P) = yep) holds, we do not have the above. Rather, 
since y(p) is monotonically increasing, for sufficiently small E there 
exists fJ > 0, ~s small as one likes, so that Zl(P, E) ~ ![y-2(p + fJ) + 
y2(p + fJ)). Smce fJ IS as small as desirable, the equation is true with 
an error as small as one wants if K = y, and with no error in all 
other cases. If one desires to determine the analyticity region of 
J~!~ dxA(x, z) for larger E, he may decompose it into a finite sum 
of similar quantities with sufficiently small ranges of integration so 
that their ellipses of analyticity are easily shown to be bounded by 
yep) for some p. Then J~!! dxA(x, z) will certainly be analytic in 
the smallest such ellipse. 

14 It is customary to refer to the set of physical values which the 
variable t (or z) can assume as the "physical region," although the 
set is actually only a line segment. 
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FIG. I. A comparison of our results with similar results derived 
by others: the rightmost points of the ellipses of analyticity of 
A(p, t). 

and 0, the size of which depends upon p and E. This 
ellipse has a semimajor axis which is larger than a2 , 

for all p ;;::: 0, and so is always considerably larger 
than the physical region. 

The quantity which has been shown to be analytic 
is f:~: dxA(x, t) and not A(p, t) itself. This is all 
the information contained in our assumption about 
the transition probability. We may then look at 
A(p, t) as a distribution. For instance, let ~ be the 
space of all COO-testing functions of compact support 
defined over [0, (0) in the variable p. Then, instead 
of the requirement that, for every p ;;::: ° and for every 
E > 0, J:!! dxA(x, t) be an analytic function of t in 
the given ellipse, we could instead require that, for 
every f(p) in ~, S: dpf(p)A(p, t) be an analytic 
function of t in some ellipse determined by the support 
of f(p).15 This fact has already been pointed out by 
Kugler and Roskies,4 and MacDowell, Roskies, and 
Schroer,S but is worth repeating here. 

We would also like to show that the above argu­
ments are not solely dependent upon the nature of the 
Gaussian wavepackets for their validity. In particular, 
let us consider the family of wave packets 1p~(p) given 
by Eq. (2.13). For that wavepacket9 with the change 
of width characterized by b2k = s, 

S 2 (2Sp)2! ( S )2 
il (p) = P (21 + 1)! sinh sk ' p < k, 

=0, p> k. (3.14) 

From Eq. (2.6), using the Laplace transform, we have 

1
00 00 lk F/(W) = dse-WSp(s) = 4 L dpAb)glw, p), 

o I~O 0 

(3.15) 

where 
(2p)2I+l 100 

g (w, p) = dse-WSs21+2(sinh Sk)-2 
1 (21 + 1)! 0 

00 

= 8(1 + 1)(2plZ+l I mew + 2mkr2H. 
m~l 

(3.16) 
The study of the function F'(w) in this case can be 
carried out in complete analogy with the case of the 
Gaussian wavepackets. The half-plane of analyticity 
is again determined by the convergence of the series 
defining F'(w) for real w. From Eq. (3.16), we find that 

lim [gtCw, p)]l/I = [2p/(w + 2k)]2. 
1-+ 00 

In analogy with Eq. (3.8), we find the condition 

K(p) ::;; I - a/2p, p;;::: a. (3.17) 

[We obtain no information about the size of K(p) for 
values of p < a.] The condition (3.17), which we note 
is exactly the same as condition (3.8) (in the range 
of validity) derived on the basis of Gaussian wave­
packets, would then again give us an ellipse of 
analyticity for f:~! dxA(x, t). 

4. A COMPARISON WITH POTENTIAL 
THEORY 

Suppose that the interaction which we have been 
studying is such that for large distances it is o (e- Ilr). 

An obvious question which then arises is the relation 
between the number a, in the assumption pes) = 
D(e-as), and the quantity fl. It has also been explicitly 
assumed in Sec. 3 that a is independent of k, the mean 
momentum of the wavepacket. It is not clear that this 
assumption is actually possible. In fact, we have 
already found that in the case of the Gaussian 
packets, we had to restrict k ;;::: a in order to maintain 
this independence. 

In order to study this problem more fully, let us con­
sider it in potential theory. We assume the Yukawa 
potential, 

(4.1) 

From some results of Carter, it follows that the first 
singularity in t of A(p, t) will be the same as in the 
first Born approximation to the T matrix16 (see 
Appendix A for the details), 

T,B(p, z) = -(27Tr\mip) f dreir·(p-q)lp~a· (4.2) 

Then, for our potential we have 

IIT,B(p, z) = -(mC/27Tl)(1 + fl2J2p2 - Z)-l (4.3) 

and16 

(4.4) 

16 The actual ellipse can be determined by the method explained 16 See, for instance, M. L. Goldberger and K. M. Watson, Collision 
in Ref. 13. Theory (John Wiley & Sons, Inc., New York, \964). 
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where Qz(v) is the Legendre function of the second 
kind. [We use 1/T' to indicate T' for the specific 
potential VCr) given by Eq. (4.1).] 

We may ask if the analyticity region of the above 
T matrix is consistent, for some choice of a, with the 
analyticity region derived for a general A(p, z) in 
Sec. 3. [We note that it is permissible here to use 
1/A(p, z) rather than an integral over a small region, 
since 1/A(p, z) is itself an analytic function.] From 
Sec. 3 we recall that .A(p, z) is a function of z, analytic 
in an ellipse with foci at z = ± I, and semimajor 
axis lh = HIIK2 + yK-2), where17 

yK(p) == lim sup [yAz(p)]h = lim sup [yAf(p)]!z 
l-+oo l-+oo 

= lim [QZ(ZO)]l/Z = Zo - (z~ - l)l, (4.5) 

with 

(4.6) 

We therefore have that [since all the yAJp) ~ 0] the 
nearest singularity to the physical region is at 

z = 1/Z1 = 2z~ - I = I + 2ft2/p2 + ft4/2p4. 

The corresponding value of t is 

fI(p) = 2p2(yZI - I) = f12(4 + ft2/p2). (4.7) 

Therefore, the largest ellipse with foci at t = _4p2 and 
0, in which yA(p, t) is analytic, has rightmost point 
fI(P), given by Eq. (4.7). We may compare this 
ellipse with the ellipse of analyticity derived in Sec. 3. 
The idea behind this is that, by a proper choice of the 
constant a, we may obtain an analyticity domain 
which is most like that of the Yukawa interaction. 

If we choose a = 2ft, which was the choice made 
by Omnes,3 we may then compare the two curves 
obtained-namely, fl from Eq. (4.7) for the Yukawa 
potential (labeled Yukawa in Fig. I), and fl from Eq. 
(3.13) for the choice a = 2ft, P > ft (labeled Omnes 
in Fig. I). We find that they agree only at infinite 
momentum, while for all finite p > ft, fl (Omnes) > 
fl (Yukawa).lB This would mean that our assumption, 
which we desire to make for arbitrary short-range 
interactions, would not be valid for the Yukawa 
potential. From this we see that the obvious first 
choice (a = 2ft) is not suitable. In a similar manner, 
we might determine that there are, in fact, suitable 
constant choices for a. An example is to be seen in 
Fig. I by the curve for t~(p) given by Eq. (3.13) with 
the choice a = H.j3)ft, which for no value of plies 
above the curve fl (Yukawa). We will show below 

17 E. W. Hobson, The Theory of Spherical and Ellipsoidal 
Harmonics (Cambridge University Press, Cambridge, England, 
1931), p. 58. 

18 This was previously pointed out by Kugler and Roskies in 
Ref. 4. 

that this choice of a is the maximum constant choice 
consistent with the restriction k ~ a. We will derive 
this along with more complete statements about the 
decrease of the transition probability. 

We now compute the transition probability for 
this particular combination of an incoming Gaussian 
wave packet , whose shape is changed according to 
the formula b2k = s and the Yukawa potential given 
by Eq. (4.1). From the analysis in Sec. 3 [see, in 
particular, Eq. (3.7) and the following material], we 
have that ~P(w) is analytic for every value of w such 
that, for all p ~ 0, 

Iw + k + p2/kl > 2p~K(p), 
where 'IIK(p) is given by Eq. (4.5). Therefore, if we 
designate wo(k) as the (real) location of the rightmost 
singularity of yP(w), and set 

q = p/ft, u = k/ft, and wo(k) = -ftvo(u), (4.8) 

we have that 

vo(u) = inf v(q, u), (4.9) 
O:Sq:Soo 

with 

v(q, u) = (q - U)2/U + [(1 + 4q2)! - l]/q. (4.10) 

We find that vo(u) is a monotonically increasing 
continuous function of u such that 

vo(O) = 0, lim [vo(u)J = 2. 
u-oo 

Moreover, for u ~ !.j3, vo(u) = u. The graph of 
Vo = vo(u) is given in Fig. 2 (labeled Gaussian). (The 
calculation was done numerically.) Since yP(s) = 
O(rl'svo(kll') for large s, it follows that for extremely 
large values of k/ft the decrease of yP(s) is given 
approximately by G(e-2I'S). Since vo(u) is monotoni­
cally increasing, it follows that any choice of a < 2ft 
would be suitable, provided that the incoming wave­
packets are restricted to large enough values of their 
mean momentum k. So long as a ~ !(.j3)ft, it is 
sufficient to restrict k ~ a. 

Instead of using the Gaussian wavepackets, we 
could have used the family of wavepackets "P~(p) 
given by Eq. (2.13). From Eq. (3.17) we find that for 
the Yukawa potential and these wavepackets, 

y P2(S) = G(e-2kS[l-yK(k)]). 

Of interest then is the coefficient of decrease [the type 
of 1/P2(s)] which, measured in units of ft, is 2(k/ft) x 
[I - yK(k)]. With u = k/ft, we find that this is a 
monotonically increasing function of u which vanishes 
at u = ° and has limit value 2 as u goes to infinity. 
In Fig. 2 this function (labeled CP2) is compared with 
the function vo(u) for the Gaussian wavepackets 
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FIG. 2. A comparison of the types of the exponential decrease of various transition probabilities. 

(labeled Gaussian). We see that they are extremely 
similar although for small u, the function obtained 
from the wavepackets 1p~(p) rises more steeply. The 
point to be gathered from this example is that the 
particular type of the decrease of pes) depends upon 
the wavepacket for its detail, but the basic features 
would appear to be somewhat the same for all. Also 
on Fig. 2 are plotted the functions vo(u)-the type of 
the decrease in units of ,u-which were assumed by 
Omnes,3 and by Kugler and Roskies.4 We see, in 
particular, that the decrease assumed by Kugler and 
Roskies is consistent with the actual mode of decrease 
for the transition probability obtained from the 
Yukawa potential, although it is noticeably smaller 
for all finite values of kl,u. 

It should be obvious that a choice of a as a constant, 
independent of k, somehow misses some of the essen­
tial points involved. Moreover. any such choice of a 
does not pick out the maximum ellipse of analyticity 
for A(p, t). Another approach would be to take some 
k-dependent choice of a. However, there do not 'seem 
to be any very natural ones. It is in fact worth noting 
that an assumption that pes) = D(eSWo(k» does not 
imply the analyticity of S~:::: dxA(x, t) in the entire 
region characteristic of the Yukawa interaction. 
Specifically, let us assume (in the discussion of Sec. 3) 
that a = -wo(k) for Gaussian wavepackets of mean 

momentum k. We then apply our formalism and 
determine the required region of analyticity. From 
Eq. (3.7) we have 

2K(p) ~ plk + kIp + wo(k)lp, for all p. (4.11) 

Since K(p) is independent of k, we may write 

2K(p) ~ inf (~+ ~ _1 
O$u$oo u q q 

. inf [y2 + u - 2y yK(ftY)]), 
O:Sy$ 00 u 

where we have used Eqs. (4.8) and (4.10). This implies 

2[K(p) - yK(p») ~ 1 inf [v(q, u) - inf v(y, u»). 
q O$u$oo O$y$oo 

(4.12) 

Since for every value of u, v(q, u) ~ inf v(y, u), 
o < y ~ 00, we see that the right-hand side of Eq. 
(4.12) is nonnegative for every value of q.1t can in fact 
be zero if and only if the infimum in y is taken on at a 
value Yo(u) = q, for a fixed value of q. From the prop­
erties of v(q, u), we easily see that yo(u) is monotoni­
cally decreasing, taking on the value h/3 at u = h/3, 
and yo(u) = 0 for u < !J3. Therefore the open 
interval (0, tJ3) is not included in the range of yo(u). 
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Then, for those values of q, we have that yo(u) = 0 
and, therefore, 

2K(p) ~ 1 inf (q2), u ~ 1../3, 0 < q < t../3, 
q 0:5":5"" u 

while for q ~ t../3 we find that 2[K(p) - hK(P)] ~ O. 
Therefore we conclude that 

K(p) ~ 1IK(p), P ~ H../3)p" 

~ C~3) !, p ~ l(.J3)p,. (4.13) 

Inserting this into the equations for the minimum 
semimajor axis of the ellipse of analyticity of A(p, t) 
in the variable t, one obtains 

tl (p, e) ~ p,2(4 + p,2/p2), 

~ ¥p,2(l - 4p2f27p,2)2, 

for sufficiently small e > O. 

p ~ H../3)p" 

p ~ H.j3)p" 
(4.14) 

We find that the entire region of analyticity for the 
amplitude corresponding to the Yukawa potential 
is recovered only for p ~ t(../3)p,. For smaller values 
of p, a smaller region of analyticity is obtained-the 
region which would be obtained (for those values 
of p) if we assume a constant decrease of the transition 
probability of value a = !(../3)p, [see Eq. (3.13)]. 
Obviously, then, by this method of attack we will 
never be able to derive the entire region of analyticity 
characteristic of the Yukawa interaction. 

In a forthcoming paper we indicate another possible 
approach to the entire question of what kind of de­
crease assumptions one should make concerning the 
total transition probability. We show that under those 
assumptions it is possible to make a choice of a param­
eter which recovers the entire ellipse of analyticity 
characteristic of the Yukawa potential, although that 
choice is still not particularly natural. For quite simple 
choices, however, regions approximating the Yukawa 
region may be obtained. 

5. CONCLUSION 

It was our desire to construct a possible charac­
terization of "short-range" interactions by means of 
conditions on the total transition probability. We 
first showed that there exist certain sequences of 
wavepackets which stay more and more away from 
the scattering center such that the integral over all 
times of the probability, at the time t, that the wave­
packet is within a sphere of radius R about the scat­
tering center, decreases exponentially. We then 
assumed that, for such wavepackets, the corresponding 
sequence of total transition probabilities should be of 

exponential decrease. This assumption enabled us to 
show that A(p, t) [considered as a distribution in p] is 
analytic in t in a certain ellipse which contains the 
physical region. 

In Fig. 1, a comparison of the results which we 
have obtained is plotted. The curves are the locations 
of the rightmost point [fl (p)!p,2] of the ellipse of 
analyticity of A(p, t) [considered as a function of t 
for fixed p] as a function of p!p,. We compare fl(p) of 
the type derived using the Gaussian wavepackets [for 
the choice a = !(.j3)p,] and the similar function fl(p) 
for the Yukawa interaction, with the similar results 
obtained by Omnes, and by Kugler and Roskies. 

The above results suffer from the fact that they 
depend on the type of wavepackets used and on the 
existence of sufficiently "nice" sequences of wave­
packets. In a subsequent paper we indicate some 
steps which may be taken to remove these difficulties. 
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APPENDIX A: A REGION OF ANALYTICITY FOR 
SCATTERING AMPLITUDES DERIVABLE 

FROM A POTENTIAL 

We will show the relation between the order of 
exponential decrease of a given potential VCr) and a 
region of analyticity of the corresponding elastic 
scattering amplitude. Let VCr) be a function of r such 
that the (3-dimensional) Fourier transform exists, 

Yes) == (21T)-! f dre-is.rV(r) 

= (21T)-!2fsl"" drr sin (rs)V(r). (AI) 

We note that the Born approximation to the elastic 
scattering amplitude is given by (with respect to our 
normalizations) 

T,B(p, z) = -(21T)-!(m/p)V(p - q)!p=q. (A2) 

For fixed nonnegative values of p, we will consider 
T'(p, z) as a function of z. It follows from some 
results of Carter19 that the maximum ellipse of analyt­
icity with foci at z = ± 1 is the same as the COrre­
sponding ellipse for the Born approximation term, 

19 See W. Brenig and R. Haag, Fortschr. Physik 17, 183 (\959), 
where reference is made to Carter's thesis (Princeton University, 
1952). Carter shows that when S: drrV(r) < 00, for large I, 

T/p) = -(-rr/2) S: dssJI
2+f (pS) V(s) + 0(1)· S: dssJf+!(ps) I V(s)I, 

where 

is just Tf(p). 
-(-rr/2) S: dssJi+t(ps) V(s) 
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T'B(p, z). We therefore examine the expression (A2) 
to determine the location of the singularity of T'(p, z) 
which is nearest to the physical region. 

From Eq. (AI), since V(s) is an even function of the 
magnitude of s only, we have that 

V(s) = (27T)-tijsi:oodrre-irSV(lrl). (A3) 

We may then use standard knowledge about 1-
dimensional Fourier transforms. Let VCr) be of order 
b. If b > 1, then V(s) is an entire function of s, while 
if b < 1, then V(s) is not extensible to an analytic 
function of s. If b = I, V(s) is an analytic function of 
s within a strip around the real axis of width 2fJ" 
where V(r) is of type fJ, > O. [If V(r) is of order I but 
type 0, then V(s) again is not extensible to an 
analytic function of s.] 

To consider T'B(p, z), we take s = p - q with 
P = q, in Eq. (A2)-this implies S2 = 2p2(l - z). A 
singularity in s therefore implies a singularity in z, 
for fixed real p. If b > I we see that T'(p, z) is an 
entire function of z [since V(s) is even], while if 
b < I, we will not have an analytic function of z. In 
the case b = I, for type fJ, > 0, we have a region of 
analyticity described by 11m l2p2(l - z)]tl < fJ,. For 
real p, this is the interior of a parabola in the z plane, 
with vertex at the point z = I + fJ,2j2p2, focus at 
z = 1, and symmetric with respect to the real axis. 
The largest ellipse which will fit in this region has 
semimajor axis I + fJ,2j2p 2. If there exists ro such that, 
for all r > r 0' V(r) is of fixed sign, then the singularity 
in s will be on the imaginary axisll and, therefore, the 
singularity in z will be on the real axis; and the above 
ellipse will be the largest ellipse of analyticity, with 
foci at z = ± 1. From the theorems on Legendre 
series already discussed, we then have (for the case 
b = I, fJ, > 0) 

limsup I TtCP)1 1
/1 ~ yK(p) 

1-00 

= 1 + fJ,2jp2 - [(1 + fJ,2j2p2)2 - 1]t. 

APPENDIX B: THE EXISTENCE OF G[R, '1'] 

It is convenient to define our measure of closeness 
G[R, tp] in terms of the last expression in Eq. (2.10), 
namely 

G[R, tp] = 4~ (dpp4 dp fl(p/R dxx2j~(Xp), (B1) 
!~o Jo dw Jo 

wherej;(p) is given by Eq. (2.7). Therefore, 

Ittpl/2 = I 100 

dpp2Np) (B2) 

for every vector in our Hilbert space of wavefunc­
tions. 

We will now show that G[R, tp] is bounded by 
C I/tpl/2 for every fixed value of R ~ 0, where C is a 
constant depending on Rand m. In order to do this, 
we will need some elementary bounds on the behavior 
of the spherical Bessel functions. We consider the 
function 

(B3) 

Since (x2 + U2)-1 is a monotonically decreasing 
function of x, it follows that 

gl(U, {J) < 2(u2 + {J2)t roo dx 2 x
2 

2j~(X). 
Jo x + u 

We use the integral representation20 for the spherical 
Bessel function, 

j~(x) = tj+ldtP1(t) sin (x[2(1 - t)]t) 
-1 x[2(1 - t)]t 

= (2X)-lfdY sin (xy)P!(1 - tl). 
We then have that 

gl(U, {J) < (u2 + {J2)t 100 

dxx(x2 + u2rl 

x 12dYPI(1 - tl) sin (xy) 

= t7T(U2 + {J2)t f dYPz(l - !l)e-UY 

~ !7TU-\U2 + {J2)t(1 - e-2U) == g(u, {J). 

Since 1 - e-2u is a monotonically increasing function 
while (l - e-2U)ju is a monotonically decreasing 
function, for every p > 0, 

g(u, {J) ~ 27T(p2 + {J2)tj2, 0 ~ u ~ p, 

g(u, {J) ~ t7T(p2 + {J2)tjp, P ~ u. 

The best bound is obtained by taking p = t, which 
implies 

gz(u, {J) < g(u, {J) ~ t7T (1 + 4{J2)t. (B4) 

From Eqs. (Bl) and (B3), 

G[R, tp] S 4RI~LoodPP~!(P)g!(RP,Rm) 
< 27TR[1 + (2mR)2]t I/tpl/2. (B5) 

'0 In Handbook of Mathematical Functions [M. Abramowitz and 
I. A. Stegun, eds. (National Bureau of Standards, Washington, 
D.C., 1965), p. 440] it is shown that 

sin R = ~ (21 + l)j.(r)h(p)P,(x), 
R !~o 

where R' = r2 + p2 - 2rpx, from which our representation foll~ws 
immediately from the orthogonality of the Legendre functions 
P,(x). 
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It follows from Eq. (BS) that G[R, '11'] determines 
a bounded operator GR defined on the entire Hilbert 
space by 

If we restrict ourselves to a suitable dense set of the 
Hilbert space such as the set of all continuou'3 functions 
which decrease faster than any inverse power of Ipi as 
Ipl-+ 00, then we have [from Eq. (2.7)] that 

G[R, '11'] = 1. (00 dpl dp fdOlfdOtp*(P/)tp(P) 
7T Jo dw 

X iR 

dXX21~ (21 + 1)PZ<Z)ji(xp) 

= 4 f dp' f dp :~ d(p - p')tp*(p/)tp(p) 

(R 00 +/ 

X Jo dxx21~m~t!!.(pl)llm(P)j~(Xp) 

. = 4f dPJ dp :~ ()(~ - p')tp*(p/)tp(p) 

(R 00 +1' 00 +1 

X Jo dxx21~oi-I'm'~I' I~ i+'m~,d~'b:;:' 

X Y/~m{p')llm(p)j,{xp')jz(xp) 

= 4Jdp/JdPd(w - w')tp*(p/)tp(p) ( dx 
J1"lsR 

00 +1' 
X I i-I' I YI'm'(X)YI~m,(pl)j!,(xp/) 

1'=0 m'=-/' 

00 +1 
X L i+1 I Y1!.(X)Y1m(P)jl(XP) 

1=0 m=-I 

= (27T)-2 ( dxfdp/JdPd(w - Wi) 
J1"ISR 

X tp*(p/)tp(p) exp [+ix· (p - p')] 

= (27T)-3J+00 dt ( dxfdp/fdPtp*(P/)tp(P) 
-00 J1xlsR 

X exp [+ ix • (p - p') - it(w - W')] 

=J+oodt ( dx Itp(x, t)12. (86) 
-00 J1xlsR 

We therefore see that our definition of G[R, "I'] 
agrees with the other notion given by Eq. (2.9) [which 
is physically more appealing], at least on a dense set 
in the Hilbert space. Although we do not give the 
details here, we believe the equality (B6) actually 
holds for the entire space. 

APPENDIX C: RIGOROUS PROOF OF THE 
ASSERTIONS ABOUT ANALYTICITY IN 

SEC. 3 

Remembering Eqs. (3.2) and (3.3), let us write 
w = u + iv, U> -k, v real, and define the integrals 

PI(W; PI' P2) =i7>ldPAz(P)hl(W, p). 
7>1 

(Cl) 

Whenever u > -k, these integrals exist for all I and 
for all PI, P2 E [0, 00] and define functions of If 

analytic for U > -k. We also define, for u > -k, 

D(u; PI' P2) = lim sup [Plu; PI' P2W 1Z• (C2) 

Since, for u > -k, 

h/(ul , p) 2 Ih,(u2 + iv, p)l, for U2 2 UI' 

it follows that 

and, therefore, 

D(UI;P1,P2) 2 D(u2; Pl,P2), for all U2 2 Ul' 

(C4) 
Also, since 

h/(u,p) ~ ho(u,p)[k/(k + u)]!, (C5) 

it follows that 

D(U;Pl>P2) ~ D(u; 0, (0) ~ k(k + u). (C6) 

From the definition of D(Ul; 0, (0), it follows that the 
series defining P(ul ) converges for every UI 2 -k 
such that D(u1 ; 0, (0) < 1. Because of the inequality 
(C6) such a Ul certainly exists. Then, from Eq. (C3), 
we see that the series converges to a function P( w) 
analytic in the half-plane Re (w) > UI • 

In order to specify more fully the properties of 
D(u; 0, (0), let U2 > Ul > -k and Po> 2k. We then 
have that 

from which 

D(U2; 0, (0) 

::;; sup {(2k)2; [P~ + k(k + Ul)J2 D(u
l

; 0, oo)}. 
Po Po+k(k+U2) 

(C7) 

Since Po can be selected arbitrarily large, we conclude 
that D(UI; 0, (0) > D(U2; 0, 00) unless D(UI; 0, 00) = 
0, in which case the two are equal. As a result, we may 
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now uniquely define the number a as follows: 
(1) If D(u; 0, 00) ~ 1 for some u > -k, then a is 

the unique solution of the equation D(-a; 0, 00) = 1; 
(2) If D(u; 0, 00) < 1 for all u > -k, then a = k. 

It follows, therefore, that for u > -a, the series in 
Eq. (3.2) converges to a function i\w) analytic in 
Re (w) > -a. 

We must now show thatP(w) is singular at It' = -a. 
We first consider the case a < k. If pew) were analytic 
at 1\' = -a, then pew) would be analytic in the disk 
I w - 1, < I + a + 215 for some sufficiently small 0, 
which we select such that k > a + 0 > a. We would 
then have that 

Since 

we can invert the order of summation and obtain 

_ a:J 00 (1 + a + r5t 
P( -a - 0) = I I ~----'-

!=On=O n! 

a:J 

= IP/(-a - 0;0, 00) < 00. 
1=0 

However, since 

> D(-a;O, 00) = 1, 

this is an absurdity. To settle the case a = k, we note 
that 

(_l)np Cn )(o) ~ (_1)np~n)(o;o, 00) ~ 0 

for any I. Let us select I = 10 so that Eq. (3.4) holds. 
Then 

_ roo (2Pk )2Z
O+2 

Plo(w; 0,00) = Jo dpA1o(p) p2 + k(k + w) 

is analytic for Re (w) > -k, but obviously not 
analytic at w = -k. It follows that 

lim sup [(lin!) IPi:)(O; 0,00)1]1/71 = 11k 

and, therefore, 

lim sup [(lin!) IPCn)(0)W1n > 11k. 

Since pew) is analytic for Re (w) > -k, we can 
conclude that the point w = -k must be a singularity. 

We should now like to have a simple condition 
which determines the number a. Since 

it follows that 

D(u; O,p + E) = sup [D(u; O,p); D(u;p,p + E)], 

(C8) 

from which, in particular, D(u; O,p) is a non­
decreasing function of p. For any p > 0, we have 

Pl(u; p, P + E) s Pl(u; p, 00) 

s (2k/P)2ZiOO dp'ho(u, p'), 

from which D(u; p, P + E) S (2k/p)2, for any E > 0. 
Only the case when D(u; 0, 00) > 0 need be con­
sidered. It then follows that D(u; O,p) = D(u; 0,00) 
for all p > 2k/[D(u; 0, oo)]i. Let Po be the greatest 
lower bound on all numbers p for which D(u; 0, p) = 
D(u; 0, 00). We should note that [for D(u; 0, 00) =;6 OJ 
Po> 0, since 

D(u; 0, p) S [2/(k + u)]2lim sup (11' dqq2 l+
2)1!l 

l-oo 0 

= [2pl(k + U)]2, 

It then follows from Eq. (C8) that 

D(u;po - E,pO + E) = D(u; 0,00), 

Hence, 

lim D(u; Po - E, Po + E) = D(u; 0,00). 
€--+o+ 

However, for all p and E such that p - E > 0, 
D(u;p - E,p + E) S D(u;O, oo),fromthedefinition 
of D. Therefore, 

D(u; 0,00) = sup [lim+ D(u; P - E, P + E}J. (C9) 
0<7}<00 E-+O 

We then note that 

lim D(u; p - E, P + E) 

.-0+ (5.1>+< )1/1 
= lin'!Um sup dxAI(x)hzCu, x) 

€-+O l-+oo p-E 

(5.
1'+< )1/1 

= ho(u, p) lim,lim sup dxA 1(x) 
€--+O ~-+oo ~ p-! 

= ho(u, p)K2(p), 
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from which 

where K(p) is defined by Eq. (3.6). If we now take 
into account our previous results on the relation 
between D(u; 0, <Xl) and the half-plane Re (w) > -a, 
in which pew) is analytic, we obtain the very simple 
result [stated in Eq. (3.7)], 

a = -sup [2pK(p) - (p.2 + k2)/k]. 
0<1'<'" 

To show the converse result, we start with the 
equation obtained from Eqs. (3.1), (3.2), and the 
standard Laplace transform inversion formula: 

(1Tk 3/16s)tp(s) 

= 4se-SkL"'dPp2Ao(p)e-sP2/k 

+ (21Ti)-li~:~oo dwesw !~L"' dpAlp)h!(w, p), 

valid for any c > -a. Since 

LX) dpp2Ao(p)e-sp2/k S (1Tk3/16s3}~, 

it suffices to show that the second term is O(eCS), 

c > -a ~ -k. We have that 

S ecsl~Loo dpAlp)h l _ 1(C, p) 

x L+oooo dx(2pkllp2 + k(k + c + ix)I-2 

= 1Tk-lecsl~f"dP(p2 + k2 + kc)Alp)h!(c, p) 

S 1T(17k + c)eCs!~rkdPA!(P)h!(C, p) 

+ 1Tk-l eCs I roo dph
l
_

2
(C, p) (2pk)4 

l~lJ4k (p2 + k2 + kC)3 

~ 1T(17k + c)eCS[p(c) - Po(C)] 

+ 21T(2k)3eCSi~ dpr21~O (i)21 

S 1T(17k + c)eCSp(c) + (16k2/3)e cs
• 

Therefore, dividing by (1Tk3/16s)t, we have that 

pes) S 4e-sk + (l6S/1TP)t 

x H(17k + c)P(c) + 8k2/3]eCS
, (ell) 

for every c > -a ~ -k; i.e., pes) = D(e-as), for all 
k ~ a. 
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In the preceding paper [J. Math. Phys. 10,2047 (1969)1, we investigated possible characterizations of 
"short-range" interactions by means of conditions on the total transition probability II T'PII" which were 
valid.o.nly for cert~~n types of ~eq~ences of wavepac~ets. In this paper we generalize the assumption on the 
transItIOn probablhty so that It will apply to an arbItrary wavepacket. We do this by utilizing a measure 
G[R, 'P1 of how much of a wavepacket 'P is within a sphere of radius R about the scattering center at all 
times. We then characterize a "short-range" interaction by the existence of a positive constant A and 
positive functions B(P) and C(P) such that for all R ~ 0, 

II T'PII" :s:;; AG[R, 'P1 + (C(P)e-RB(PI)",. 

We then show that for such interactions the square of the scattering amplitude is analytic, in the cosine 
of the scattering angle, in an ellipse the size of which depends upon B(p). We compare our results with 
the similar results obtained by the method in the preceding paper and show that these new results much 
more closely approximate the behavior of the Yukawa interaction. 

1. INTRODUCTION 

In a previous paper (I) we showed that, if one uses 
certain special sequences of wavepackets which have 
the property that they stay more and more away from 
the scattering center, it is possible to require that the 
(corresponding) sequence of total transition proba­
bilities decreases exponentially with distance from the 
scattering center. It was then shown that the existence 
of certain analyticity properties of the absorptive 
part of the S matrix is equivalent to this assumption, 
and that these analyticity properties are similar to 
some of those the S matrix has in the ordinary 
Schrodinger theory of "short-range" potentials (those 
which decrease exponentially or faster with distance). 
It was therefore suggested that this type of decrease of 
the total transition probability might be used to 
characterize "short-range" interactions in a theory 
which does not lend itself to potentials. However, the 
fact that the equivalence of the decrease of the transi­
tion probability and the analyticity properties of the 
S matrix could be shown only for certain selected 
sequences of wavepackets makes this a rather ineffi­
cient characterization. 

2. DEFINITION OF THE MEASURE OF 
CLOSENESS 

In this paper we show that there exists a generaliza­
tion of the above notions applicable to arbitrary 
wavepackets. In order to do this, we use the notion 
of a measure of closeness introduced in I. It was 

• RC3earch supported in part by the Air Force Office of Scientific 
Research, Office of Aerospace Research, U.S. Air Force, under 
Grant No. AF-AFOSR-68-1471. 

t Present address: University of New Mexico, Albuquerque, 
New Mexico. 

seen that there was a need for a measure which would 
determine how close a wavepacket is to the scattering 
center. Since, in fact, any wave packet will have some 
overlap with the scattering center at most finite times. 
the probability at some time t that the packet is 
within a sphere of radius R, centered at the scatterer, 
is a realistic quantity which could be used. Moreover, 
since the scattering process relates an event at a time 
in the far past with an event in the far future, all times 
ale pertinent to the scattering event. Therefore we 
introduce the quantity 

G[R, 'Ip] =J'" dJ dx 1'Ip(x, tW (2.1) 
-'" JIXI~R 

as a measure to determine that portion of a wave­
packet that is ever "near" the scattering center. 

As in I, we consider a scattering situation in 
which 'Ip represents the initial asymptotic state and 
S'lp the final asymptotic state, where S is the scattering 
matrix. If iT = S - 1, then II T'lp112, the square of the 
norm of the vector T'Ip, is a measure of the amount of 
scattering, which we call the total transition proba­
bility. In the momentum-space representation we fix 
the normalization of the S matrix by 

(Te'lp)(q) = J dpb(p - q)TeCp, q)'Ip(p) (2.2) 

and 

IIT'lp112 = J dP'j dp'Ip*(p')'Ip(p)b(p - p')A(p, z), (2.3) 

where Te is the elastic portion of the T matrix, 
pp'z=pop', and A(p,z) is the absorptive part 
of the S matrix. Expanding A(p, z) in the standard 

2060 
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partial-wave expansion, we have 

"" A(p, z) = (7Tp2)-1! (21 + 1)Plz)A1(p), (2.4) 
1=0 

with 0::; Az(p)::; I. Ifwe also set 

Np) = 214~ If dil'S dil1p*(p')1p(p)P1(z)!v=v' , (2.5) 

we have 

IIT1p\\2 = 41~ So"" dpp2Ab)JI(p), (2.6) 

Lastly, we define 

A(p, t) :; A(p, z(p, t», where z = 1 + t/2p2. (2.7) 

In an appendix to I, we showed that if we define 
the measure of closeness as 

G[R, 1p] :; 4 i ("" dpp~ dp f~(p) (RdxX2j~(Xp), (2.8) 
I=OJO dw Jo 

where jl(u) is the spherical Bessel function of order I, 
then G[R, 1p] ::; 27TR(1 + 4m2R2)! \\1p1\2, and, at least 
on a dense subset of all square-integrable wavepackets, 
this definition is equivalent to the one given by Eq. 
(2.1). 

3. SHORT-RANGE INTERACTIONS 

We surmise, "naively," that a transition probability 
should consist of a portion near the center and another 
part describing the interaction of the packet with the 
"tail" of the interaction. For the "short-range" 
interactions which occur in hadron physics, this 
latter part may well be expected to decrease exponen­
tially with distance. Since the notion of "short-range" 
is not completely defined in the absence of potentials, 
we can utilize the existence of such a relation as a 
characterization of a "short-range" interaction. We 
would like to explore the possibilities of an upper 
bound on the transition probability, which would 
hold for all wavepackets. Therefore we assume that 
for every interaction of "short-range," there exist 
positive functions R(p) and C(p) and a positive 
constant A such that, for all wavepackets, 

IIT1p112::; AG[R, 1p] + (C(p)e-RB<'l>\" R 2: 0, (3.1) 

where the notation <J(p» .. , denotes the expectation 
value of the quantity J(p) in the state determined by 
the wavefunction 1p(p). Our purpose then is to deter­
mine what constraining relations must exist, if any, 
between the quantities A, R(p), and C(p), and a given 
interaction of "short-range" in order that Eq. (3.1) 
may be satisfied for all wavepackets and for all 
R 2: o. We see immediately that R = 0 implies that 

o ~ IIT1p112 ~ (C(p»rp. 

It will be more convenient to study Eq. (3.1) in 
terms of the partial-wave decomposition. From Eqs. 
(2.6) and (2.8), we have 

4 I (00 dPp2NP)[Al dp (R dxx2j~(Xp) 
t=oJo dw Jo 

+ !C(p)e-RB<vl - A1(P)] 2: 0, (3.2) 

for all wavefunctions 1p(p) and for all R 2: O. Since 
!z(p) 2: 0, it will suffice to study the quantity in the 
bracket, which should be nonnegative for almost all 
p 2: 0 and for all I. Since A1(p) is independent of R, 
we write 

AzCp) ~ inf [Al dp (R dxx~~(xp) + !C(p)e-RB(Vl]. 
R dw Jo 

(3.3) 
Setting oc = Rpf(l + t), we define 

Hz(oc, p) = ~ dp (l + t)3 (a dxx2j~[(l + !)x] 
p dw Jo 

+ !C(p)e-·U-t-!)B<vl/v, (3.4) 
from which 

A1(p)::; inf H1(oc, p), (3.5) 
o~.~ 00 

for almost all p and all I. 
To determine the approximate location of the 

minimum of Hz(oc, p), we first look at only the first 
term. We have that,! for oc 2: 1, 

(l + t)3rdXX2j~[(1 + t)x] 

2: (/ + t)3fdxx~n(l + t)x] 

= ~ (1 + t)2[J;+!(l + t)]2 

- 8~ 6!r2(i)(1 + t)i, as / - 00. 

However, the other term in Ht(oc,p) is less than 
!C(p)exp [-(/ + t)R(p)fp), for oc 2: 1, which is 
certainly much smaller for large I. Therefore, if OCI is 
the value of oc for which the minimum of Ht(oc, p) 
occurs, we see that, for very large t, OCt < 1. Differ­
entiating Ht(oc,p) with respect to oc, we find that OCt 

is the smallest positive solution of the equation 

4A dp (/ + t)2cx.2j~[(1 + t)cx.] 
dw 

= BC(p) exp (-oc(I : t)B(P») , (3.6) 

1 The spherical Bessel function is such thatUx) = (1TI2x)!JI+~(X). 
G. N. Watson, A Treatise on the Theory of Bessel Functions (Uni­
versity Press, Cambridge, 1962), 2nd ed., p. 232. Watson shows that 
J~(,,) = 3~ni)2-i1T-l,,-i + 0(,,-1). 
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since xiI (x) is monotonically increasing for x S 1 + t. 
We then desire to determine the properties of IXI = 
IXt(p) as 1 becomes arbitrarily large. To do this, we 
first note some standard properties of Bessel functions. 
Watson2 shows that, for 0 :::;; z < I, 

JvCyz) = (yz)" exp [Y(l - Z2)! - Vvl 
X {exp (y)r(y + 1)(1 - z2yl-[l -J:- (1 - z2)~n-~ 

where Vv = O(Z2y-1(l - Z2)-~). It follows that 

j7[(1 + t)z] 
= [4(1 + t)2z(1 - z2)!r1{zj[1 + (1 _ Z2)!]}21+1 

X exp (21 + 1 )(1 - Z2)!] 

X [1 + 0(z2/-1(1 - Z2)-~)], (3.7) 

from whence 

lim - J!. (I + !)2z2jn(l + t)z] [4A d 
J

1/(21+1) 

1 .... 00 Be dw 

= z exp (1 - Z2)! == h(z), 0 s z < 1. 
1 + (1 - Z2)! 

Therefore, since IXI < I for large I, it follows from 
Eq. (3.6) that v == lim IXI is the unique solution of the 
equation l~oo 

exp [-vB(p)j2p] = h(v), 0:::;; v S I; (3.8) 

i.e., for 0:::;; v :::;; I, v = v[B(p)j2p] is uniquely deter­
mined by the above equation, and v = lim IXI as 1-- 00. 

Hence, v is independent of A, and of C(p), when A> 0, 
C(p) > O. We note that l1(v) is a monotonically 
increasing, convex function of v such that h(v) ;;::: v. 
In addition, h(O) = 0, and h(l) = 1. 

We may now consider Hl(IXl, p) and determine the 
restrictions which it places on the partial-wave 
amplitudes At(p) by way of Eq. (3.3). We first note 
that 

Hl(lXl,p) > iC(p)exp [-(I + t)lI.lB(p)jp] > 0. 

Since ° :::;; Al(p) :::;; I, we can always pick C(p) so that 
the inequality (3.3) is satisfied for any finite range of 
values of I. We need therefore only to determine the 
form of Hl(IXl , p) as / becomes arbitrarily large. We 
use 

('" dyf(y)e2Ig (y) = f(x)e
21g

(,") [1 + 0 (!) J' 
Jo 2Ig'(x) 1 

for sufficiently smooth functions f and g, where g is 
monotonically increasing. Via Eq. (3.7) we see that 

f'dxx 2jn(l + t)x] 

= (1 - IX~)-1IX7(21 + 1)-:l[h(IXIWl+1 

X [1 + 0(l-1IX7(1 - IX~)-~)]. 
2 G. N. Watson, Ref. I, p. 227. 

Therefore, using Eq. (3.6), we have that 

Hl(lXl , p) = ic(p) exp [-(I + t)IXIB(p)jp] 

x [1 + IX I(1 - IX~)-!B(p)j2p] 
x [1 + 0(l-111.~(1 - IX~r~)]. (3.9) 

We see that the quantities Hl(lXl , p) decrease approxi­
mately like an lth power of a number less than unity, 
for sufficiently large I. Therefore, in order for the 
inequality (3.3) to hold, the Al(p) must be bounded 
by an lth power of a number less than unity. [We 
recall that this is indeed the case for the Al(p) deriv­
able from the Yukawa potential; in fact, it is shown 
in I that this is true for all Al(p) derived from a 
potential VCr) = o (e-I") , f1 > 0.] More precisely, if 
the Al(p) are continuous, 

K(p) == lim [Az{p)]1/21 :::;; lim [Hb'l' p)]1/21 = h(v); 
l-+oo l-oo 

(3.10) 

i.e., the requirement on the interaction made by the 
inequality (3.1) is K(p) :::;; h{v[B(p)j2p]}, for all p,3 
under the assumption that, for a given interaction, 
there exist quantities A, B(p), and C(p) as specified 
above. 

We now proceed to show that such functions do 
actually exist, for a given interaction of "exponential 
range." Let Al(p) be specific given functions for a 
specific interaction (0:::;; Al(p) :::;; 1) such that the 
corresponding K(p) exists and is less than unity, for 
finite nonnegative values of p. We may then define 
a function R(p) [using Eqs. (3.8) and (3.10)] by the 
equation 

K(p) = h{v[R(p)j2p]}. (3.11) 

Now let B.(p) == (1 - E)R(p). Since h{v[B(p)j2p]} is a 
monotonically decreasing function of B(p)j2p (see the 
discussion of this function in the Appendix), it 
follows that K(p) < h{v[B.(p)/2p]} and that, for 
sufficiently large values of I, Al(p) < HI(IXI, p), where 
this IXI is the one corresponding to BE(p). Since we are 
still free to choose the function C(p), we choose it so 
that the inequality (3.3) is satisfied for "small" values 
of /, which is obviously always possible, since for any 
given p there is only a finite range of values of I for 
which this needs to be done. We note that any 
reasonable choice of the constant A will do, such as m. 

From the above we see that the function R(p)j2p is 
just the least upper bound of all the functions BE(P)j2p 
which satisfy the inequality (3.1) for a given interaction 
and some proper choice of C(p) and A. Let us set 

3 If the A,(p) are not continuous, then A.(p) is to be replaced by 
the function 

A,(p) = lim (2€)-1 f~:::~ dxA,(x). 
.~o 
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f3 = f3(K) such that f3[K(p») = R(p)/2p. We may then following asymptotic behavior: 

study f3 = f3(K) as given by Eqs. (3.8) and (3.11), yB(p)/ft = 2e(ft/p) log (ft/p)ll + O(p2/ft2»), 
namely 

e-v/l = h(v) = K, for p near 0, and 

which implies 

(3.12) 

We note that (see the Appendix) the main features of 
f3 = f3(K) are that it is a monotonicalIy decreasing 
function of K such that lim f3(K) = 00 as K -+ 0, while 
f3(1) = 0. If we are given a specific interaction, we will 
then know K = K(p), which would allow us to deter­
mine f3[K(p)]-we could then determine B = R(p). A 
particular K(p) which is of considerable interest is the 
one corresponding to a Yukawa potential. In I we 
show that for every scattering amplitude derivable 
from a potential function VCr) = O(e- ILT), ft > 0, 
where VCr) is of constant sign for alI r > ro ~ 0, the 
corresponding function K(p) = yK(p), 

yK(p) = Zo - (z~ - I)!, with Zo = 1 + ft2/2l, 

(3.13) 

which is the function derived from the Yukawa 
potential (see I). There is also good reason to believe, 
from Lagrangian field theory, that every interaction 
does indeed approach that derivable from a Yukawa 
potential at very small values of the momentum. 
Therefore, using the equations in the Appendix and 
setting yB(p) = 2pf3[~K(p)], we find that .B(p) is a 
monotonically decreasing function of p with the 

FIG. 1. The function 
.B(p)//1 for the Yukawa 
potential. 

8 (p)/}L 
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2 

yB(p)/ft = 2 + (3ft/p)! + O(ft/p), for p -+ 00. 

The function yB(p)/ft is plotted as a function of plft 
in Fig. 1. 

It is now our intent to use the upper bound on 
II T1j!112, given by Eq. (3.1), for a realistic theory of the 
interactions of elementary particles, in which there 
are no potentials from which to derive the interactions. 
We can use the inequality (3.1) to characterize an 
interaction of "exponential range," or "short range." 
We would like to have a universal function B(p) such 
that, for proper choice of A and C(p), any interaction 
of "exponential range" would satisfy Eq. (3.1). Since 
we know that for any interaction such that K(p) :::;; 1, 
there does indeed exist such a function B(p), dependent 
on the choice of the interaction, we merely need to 
know if these functions B have an upper bound. Since 
we believe that the interaction should be similar to 
the Yukawa interaction for small values of the 
momentum, it would follow that in the range of small 
p we must require B(p) :::;; vB(p). 

Since we suppose that our interaction decreases like 
O(e-Ilr

), a possible choice is B(p) = 2ft < vB(p). This 
choice is quite simple and natural and agrees quite 
well with yB(p) for very large momenta. However, 
since vB(p) -+ 00 as p -+ 0, this choice disagrees quite 

OL-__ ~ ____ -L ____ ~ ____ ~ __ ~ ____ ~ ____ ~ __ ~~ __ ~ ____ ~ 

o 10 

q = pI II-
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strongly with the result from the Yukawa potential 
at small momenta-and it is just at small momenta 
that we expect the interaction should surely agree 
with the Yukawa interaction. 

4. ANALYTIC PROPERTIES OF THE 
SCATTERING AMPLITUDE 

We will first determine the region of analyticity for 
A(p, t) implied by the choice B(p) = 2fl, and will 
then return to the questions of the behavior of B(p) 
for very small momenta. We may therefore suppose 
that, for all interactions which "decrease like D(e-I",)," 

IIT'I/'1I2 ~ AG[R, '1/'] + e-2
/l
R(C(p»,p' (4.1) 

It then follows [from Eqs. (3.8) and (3.10)] that for 
every such interaction, 

K(p) ~ e--1J/l/P = h(v). (4.2) 

In I we showed that A(p, t) is analytic in I for every 
fixed p 2 ° in an ellipse with foci at _4p2 and 0, 
and rightmost point II 2 iI' where 

i1(p) = [p(h - h-1)]2 = [2p sinh (Vfl/p)]2, (4.3) 

where, as in Eq. (4.2), v is determined bye-V/l!p = h(v). 
The fundamental feature of i1(p) is that it is a mono­
tonically increasing function of p such that 

lim it(p) = 4fl2. 

Approximate formulas for i1(p) are given in the 
Appendix. The function i1(p)/fl2 determined by Eq. 
(4.3) is plotted versus P/fl in Fig. 2 (labeled B = 2fl)· 
We see that il always lies below the corresponding 
curve for the Yukawa potential, while it approaches it 
for very large values of p. 

On the other hand the above curve for iI, deter­
mined by the condition B(p) = 2fl, gives altogether 
too small a region of analyticity for very small 

8 -

6 \ 

5 ' 
\ \ 

\ 
N \ \ 

~ 4 ". \-=----'----=-;.__-. ====---1 
1":- 3 "-.. \, .. __ ---~-::::::---

--,---"' ..... ./ B=21J. 
2 B = 21'(1 +-) ;;<:__ a = lO.J3}L 

q /' -------------

0--

0.1 

----­...-
/' 

10 

q = p/JI. 
100 1000 

FIG. 2. The rightmost points of various ellipses of analyticity 
of A(p, t). 

momenta. The reason for this has already been 
mentioned. Let us investigate the possibilities of 
another choice for B(p) which would overcome this 
difficulty. From Eq. (3.13) we see that a simple func­
tion, which would approximate yB(p) for both large 
and small momenta and still remain everywhere 
smaller, would be B(p) = 2fl(l + flip). Repeating 
the above analysis for this case, we find that the 
corresponding i1(p) is a smooth function of p with one 
minimum such that lim i1(p) = 4fl'l as p -+ 00, as 
before, while for very small momenta (see the Appen­
dix) we have that 

i1(p)/fl2 = [(ep/2fl) log (ep2/2fl2)]-2(1 + o(p)], 

for p near zero. 

This function i1(p)/fl2 is plotted versus P/fl in Fig. 2 
[labeled B = 2fl(l + l/q)]. We see therefore that by 
simulating the behavior of the actual Yukawa func­
tion yB(p) [Le., by causing our choice of B(p) to 
become infinite as p -+ 0], we can derive a region of 
analyticity which more closely approximates that of 
the actual Yukawa interaction. 

It should be noted at this point that, if we actually 
assume B(p) = yB(p), we will acquire the full region 
of analyticity of the Yukawa interaction. That is, if we 
assume that a characterization of an interaction of 
"exponential range" is that for all R 2 0, 

((Ttp((2 ~ AG[R, tp] + (C(p)e-R.B<P\" 

then it follows that all such interactions are such that 
the squares of their amplitudes A(p, I) are analytic in 
an ellipse at least as large as the ellipse corresponding 
to the Yukawa interaction. We should recall that 
this was not the case in the study in I, where only 
specific sequences of wavepackets were used. In that 
case, we showed that, if we actually assumed that 
pes) = O(eSWo(k» for all appropriate interactions, then 
this assumption only implied that the corresponding 
quantities A(p, t) were analytic (as distributions) in 
an ellipse, which for small momenta was much 
smaller than the ellipse of analyticity of the Yukawa 
interaction. In addition, because of the extreme 
"smoothness" of the Gaussian wavepackets, we were 
only able to show that for every fixed p and every 
€ > 0, S~:'::~ dxA(x, t) was an analytic function of t in 
a certain ellipse. However, in the present case, because 
our results are true for arbitrary wavefunctions, we 

have that, at least, i(p, t) is an analytic function for 

every fixed p, where A(p, t) is the quantity constructed 
from the functions 

A!(p) == lim t€-1 (P+<dxA/x). 
E-+O J:p-e 
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[See Ref. 3. We note that the functions Al(p) differ 
from the functions Al(p) at most on a set of measure 
zero.] In particular, if the functions Al(p) are con­
tinuous, then Al(p) = Al(p), and so A(p, t) is itself 
analytic in t, for every fixed p. In the method using 
only specific sequences of wavefunctions, we showed 
that there were continuous functions Al(p) satisfying 
the necessary requirements, but such that only the 
corresponding function f~~~ dxA(x, t) was analytic 
in t-i.e., not A(p, t) itself. 

5. CONCLUSIONS 

It was our desire to construct a possible character­
ization of "short-range" interactions by means of 
conditions on the total transition probability. In 
this paper, we generalized the notions in I to arbitrary 
wavepackets. We found that it is indeed possible to 
characterize "short-range" interactions by the re­
quirement that, for every such interaction, there exist 
a consta'nt A > ° and positive functions B(p) and 
C(p) such that 

/lTtpJJ2:::;; AG[R, tp] + (C(p)e-RB(P\" foral! R ~ 0. 

It is not totally clear how to pick thefunctionB(p) ~ 0; 
however, the function ~B(P), obtained by considering 
the Yukawa potential, should serve as a guide, 
especially for smal! momenta. This method gives 
information about A(p, t) (almost everywhere in p), 
rather than merely as a distribution in p. 

In Fig. 2 is plotted a comparison of the results 
which we have obtained. The curves are the locations 
of the rightmost point [i1(p)j,u2] of the ellipse of 
analyticity of A(p, t) (considered as a function of t 
for fixed p) as a function of pj,u. We compare i1(p) of 
the type derived with the Gaussian wavepackets (for 
the choice a = Hvl3),u), i1(p) derived with the choice 
of B = 2,u, and i1(p) derived with the choice of B = 
2,u{l + ,ujp), with the similar function i1(p) for the 
Yukawa interaction. 

We would also like to say that the particular form 
of the inequality [Eq. (3.1)] which we have chosen 
to bound the total transition probability is not neces­
sarily the best, but it has merits of simplicity. It could 
be pointed out, however, that the form of the func­
tion R(p) is unchanged if, instead of G[R, tp]' we use 
some similar integral-for instance, 

where f(x) is an everywhere-positive weighting 
function satisfying some restrictions on its decrease 
(or growth), and such that the integral still continues 

to exist. In particular, if f(x) is bounded above and 
decreases no faster than some fixed inverse power of 
x (for x > O)-f(X) should not be singular at x = 0-
thenf(x) would be suitable as a weighting function in 
the above integral. We have considerable freedom in 
our choice of the positive function C(p). 

It should also be pointed out that it is desirable to 
broaden the type of bound above so that it would 
include information concerning general displace­
ments-timelike, for instance-of the wavefunctions 
as well as spacelike ones. (This might be done, for 
instance, by considering a function Gt[R, tp] where 
the time integration is performed only up to some 
fixed time t, rather than infinity.) Such types of 
bounds could presumably be used to obtain informa­
tion about the analytic behavior of the scattering 
amplitude in all its variables simultaneously. 
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APPENDIX: EVALUATION OF i1(p) FOR A 
YUKA WA POTENTIAL 

We first study 

h(v) = [vexp (l - v2)t]j[1 + (I - V2)t]. (AI) 

We see immediately that hE [0, I] for v E [0, I], 
h(O) = 0, h(l) = I, and h(v) ~ v. Furthermore, 

dh 
dv ~ 0. 

One easily obtains the following formulas: 

h(v) = lev[1 - tv2 + O(v6
)], v near 0, (A2) 

which implies 

v = 2(hje)[1 + (hje)2 + 0(h4)], h near 0, (A3) 

h(v) = I - t(l - v2)i - HI - V2)~ + 0((1 - V2)3), 

v near I, (A4) 
which implies 

v = I - i[3(l - h)]i + 0((1 - h)1), h near l. 

(A5) 

We may then use these formulas to study {l = (l(K). 
From Eq. (3.12), we have that 

{lv = log K-1 = log h-1. (A6) 

Therefore, from Eq. (A3), we have that 

{l = HejK)(log K-1)[1 - (Kje)2 + 0(K4)], 

K near O. (A 7) 
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Similarly, from Eq. (AS), we have that 

{3 = (l - K){l + H3(1 - K»)f + 0(1 - K)}, 

K near 1. (A8) 
Since 

we see that 

dh 
dv ~ 0, 

d{3 
dK<O. 

Therefore, (3 = (3(K) is a monotonically decreasing 
function such that (3(l) = 0 and lim (3(K) = 00 as 
K-O. 

Let us now consider the case where K is taken to 
be yK [the K(p) corresponding to the Yukawa 
potential]. It follows from Eq. (3.13) that 

yK(p) = I - ftlp + 0(ft2/p2), for p -+ 00, 

while 
yK(p) = p2/p2 + 0(p'llft4

), for p near O. 

Since yB(p) = 2p{3[yK(p»), we see that for the Yukawa 
potential 

yB(p) = 2e(ft2Ip)[log (ft/p)][l + 0(p2/ft2)], 

for p near 0, (A9) 
and 

yB(p) = 2ft[l + H3ftlp)! + O(ft/p)], for p -+ 00. 

CAlO) 

For a given choice of B(p), we may compute K and 
the corresponding i l • 

From Eqs. (2.7) and (3.13), we have that 

il = [p(K-I - K))2. 

Then, from Eq. (A6), we have that 

il = 4p2 sinh2 v{3 = 4p2 sinh2 (vBI2p). (All) 

If we choose B = 2ft, we have 

il = 4p2 sinh2 (vft/p), 

Since v is bounded, 

i l = (2ftV)2[1 + 0(ft2fp2)], as p - 00. 

From Eqs. (A4) and (A8), we have 

v = I - H3(3)i + O({3t), {3 near 0. (AI2) 

Therefore, 

il = (2ft)2[1 - (3ft/p)! + O(ft/p)], as p - 00. 

(AI3) 
Again, for small p, Eqs. (A2) and (A 7) imply 

v = ~ [log (2{3le)]{ 1 _ log l~:~~~/e)] + 0(10; (3)}, 

(A14) 
which implies 

il = [(e/2ft) log (ep/2ft)]-2[1 + o(p)], for p near 0. 

(AIS) 

Lastly, if we choose B = 2ft(l + ftlp), we have, 
from Eqs. (All), (AI2), and (A14), 

{I = (2ft)2[1 - (3ft/p)! + O(ft/p)]' as p - 00, 

(A16) 

and 

i l = ft2[(ep/2ft) log (ep2/2ft2)J-2[l + o(p)], 

for p near O. (AI7) 
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The formalism developed previously for scattering of wavepackets is applied to the N + 0 sector of 
the Lee model. A single analysis suffices to discuss both the stable and unstable case. The rate at which 
Nand 0 particles are produced and the number of V particles produced are calculated as a function of 
time assuming that the incident wave is initially a semi-infinite, plane-wave train. An unstable V-particle 
state is constructed from the IN, 0) state by requiring agreement with the scattering analysis. Its depend­
ence on the production process is explicitly shown. The state can be made independent of the production 
process by requiring normalization. The time dependence of each channel is also calculated for this case. 
I! is shown that both the unstable and stable V-particle states can be generated from the mathematical 
V-particle state, the only difference being the location of the pole which describes the resonance state or 
the bound state. 

I. INTRODUCTION 

The Lee model, which can be solved exactly for 
many of its sectors, is close enough to reality so that 
its investigation gives insight into real physical systems. 
The N + 0 sector is of interest because not only can 
the Nand 0 particles have a bound state (the V 
particle) which leads to a discussion of mass and 
coupling constant renormalization, but they also can 
have resonant scattering states, which leads to a dis­
cussion of unstable states. 

The bound-state problem is discussed extensively in 
several text books! and is welI understood. The 
unstable V particle has been discussed by several 
authors who construct the V-particle wavefunction 
using somewhat different approaches and who reach 
somewhat diverse conclusions. Glaser and KiilIen2 

construct the unstable V-particle wavefunction from 
the stable V-particle wavefunction by replacing 
the bound-state energy with the complex energy 
E + iA. They point out that this differs from an exact 
solution by terms which are of the order of the half­
width of the state. To obtain the expected exponential 
decay, the limit A -- 00 is taken. There seems to be no 
justification for this procedure, especialIy since this 
limit reduces the state to the mathematical V-particle 
state. 

Araki et af.3 use an S-matrix approach to show that 
an exponential decay results when the mathematical 
V-particle state is used as the unstable state. Except for 

• Work was performed in the Ames Laboratory of the U.S. 
Atomic Energy Commission, contribution No. 2477. 

1 See for example, S. S. Schweber, An Introduction to Rela­
tivistic Quantum Field Theory (Row, Peterson & Co., New York, 
1961), Chap. 12, Sec. 12b, p. 352; C. Kallen, Lectures in Theoretical 
Physics, 1961: Brandeis Summer Institute, M. E. Rose and E. C. G. 
Sudarshan, Eds. (W. A. Benjamin, Inc., New York, 1962). For more 
recent references see also L. M. Scarfone, J. Math. Phys. 9, 346 
(1968), and M. M. Broido, J. Math. Phys. 9, 510 (1968). 

• V. Glasser and C. Kallen, Nucl. Phys. 2, 706 (1956-57). 
H. Araki, Y. Munakata, M. Kawaguchi, and T. Goto, Pro gr. 

Theoret. Phys. (Kyoto) 17, 419 (1957), Sec. 18b. 

the fact that an exponential decay is obtained, it is 
not clear whether or not this is the proper choice since 
it is not apparent that this state is produced from the 
scattering of the Nand 0 particles-the only mecha­
nism for the production of the unstable V particle in the 
Lee model. In addition, complex normalization 
constants are used which cause difficulties with the 
Hermitian properties of the renormalized fields. 

Levy4 constructs a general wavefunction using 
arbitrary coefficients for the mathematical states. 
These coefficients are presumed to be determined by 
the production process. He shows that simple choices 
for the coefficients, none of which correspond to those 
used by the authors previously cited, lead to as pure an 
exponential decay as is desired. Again no attempt is 
made to relate these coefficients to the scattering 
process. Levy also discusses the ambiguities that arise 
in the renormalization process for the unstable cases. 

In view of the fact that the Lee model is one of the 
most simple field-theoretical models that involve 
unstable particles, it is clear that the "state of the art" 
regarding these particles is, at best, uncertain. 

In a recent paper, 5 the authors presented a wave­
packet formalism which extends the usual S-matrix 
approach to scattering theory to include the case of 
decaying states. The bound state and the time depend­
ence of the scattering state can be calculated in a simple, 
straightforward way. This formalism is applied in this 
paper to the N + 0 sector in an attempt to clarify the 
analysis of the unstable V particle. The number of 
V particles produced as a function of time is calculated 
from the observed number of final-state Nand 0 
particles and shown to agree with the number obtained 
by projecting the IN, 0) state onto the mathematical 

• M. M. Levy, Nuovo Cimento 13,115 (1959); 14,612 (1959). 
5 T. A. Weber and C. L. Hammer, USAEC Report IS-1795, 

1969. 

2067 
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V-particle state. It is therefore clear that the part of as 
the IN, 0) state which is not the incident wave is the 
unstable V-particle state. Since this term also contains Ho = Mvf dp",~p)",v(p) + MNf dp",~p)"" .. {p) 

the amplitude of the incident wave, the dependence 
on the production process is immediately apparent. 
For the initial conditions being those assumed in the 
scattering problem, the expected time dependence is 
obtained. If it is assumed that the existence of the 
V-particle state has been determined by measurement 
after it has been produced, so that the state can be 
normalized to unity thereby making it independent of 
the production process, then the state reduces initially 
to the "dressed" mathematical V-particle state, which, 
apart from the renormalization factor, justifies the 
choice of Araki et al,3 for the unstable V particle. If 
a bound-state singularity is assumed, rather than a 
pole in the second sheet, then the stable V particle is 
obtained. 

II. REVIEW 

The basic idea developed previously, 5 and which 
will be used in this analysis, is that, given an initial 
condition 

11p(0» = L: dpA(p) Ip), 

the solution to the Schrodinger equation 

can be written as 

l1p{t» =fe dpA(p) 1",+) exp (-iEt), 

where 1",+) is the stationary state solution 

1",+) = [I + (E - H + iq)-lH'] Ip), 

H 1",+) = E 1",+), 

(1) 

(2) 

(3) 

(4) 

and e is a contour in the complex p plane which is 
chosen so that 

fe dpA(p)(E - H + i'1])-lH' Ip) = O. (5) 

Here it is assumed that 

H=Ho+H' 

and that Ip) is the eigenstate 

Holp) = Elp). 

(6) 

(7) 

As a consequence of Eq. (5), for t = 0, 1",(/» as 
expressed in Eq. (3) ,reduces to 1",(0» so that the initial 
conditions are automatically satisfied. 

The Hamiltonian for the Lee model can be expressed 

+ if dka\k)a(k); (8) 

H' = -goC21T)-iMvMNf dp f~f(W) 
Ev 2wEN 

x ["'~P)"'N(P - k)a(k) + at(k)",;."u, - k)",vCp)], 

(9) 
where the commutation rules are 

and 

[a(k), at(q)] = 2w!5(k - q), 

{",vCp), ",~q)} = (EvIMv){j(p - q), 

{",.v('p), ",kp)} = (ENIMN){j(p - q), 

(10) 

The function few) is the usual "cutoff" function; 
few) ,...., 0 for large w, and go is a real coupling constant. 
As is customary in Lee-model calculations, because of 
the sharp cutoff due to few), the recoil of the heavy 
V and N particles is ignored. Thus Ev and EN will be 
replaced by M v and M N • 

The eigenstates of H will be written as I V, N, 0), 
corresponding to the three particles of the Lee model, 
and the eigenstates of Ho will be written as 

Ip,p - k, k), 

corresponding to a V particle of momentum p, an N 
particle of momentum P - k, and a 0 particle of 
momentum k. With the normalization used in the 
preceding equations, it follows that the configuration 
representation for the state vectors of Ho is 

where 

(Xl' X 2 , 0 10, p, k) = UN(P, xJu,(k, Xl), (II) 

u(q, y) = (21T)-i exp (iq • y). 

m. THE N, IJ STATE 

(12) 

The solution for the N, 0 sector of the Lee model is 
well known and has been reproduced in many places.l 
However, to use the contour integration technique 
described in the previous section and to discuss decay­
ing states, it is more convenient to rederive the solution 
by using the idea of the level shift operator. The stable 
V particle and the N, 0 scattering state can then be 
discussed from a single point of view. 

The starting point is the Lippman-Schwinger form 

\0, N, 0) = [I + (E - H + iq)-lH'](2w)-1 

x 10,p - k, k) (13) 

= {I + (E - Ho + i'1])-1 
X [H' + H'(E - H + i'1])-IH']}(2w)-i 

x 10,p - k, k), (14) 



                                                                                                                                    

V-PARTICLE DEC A Y IN THE LEE MODEL 2069 

where E = MN + wand where the factor (2w)-1 is 
required by the normalization 

(p' - k',k', 01 O,p - k, k) 

= 2w~(p' - k' - P + k)~(k' - k). 

With the help of the relation 

H'IO,p - k, k) = -(27T)-igof(w) Ip, 0, 0), (15) 

this equation reduces to 

(2w)tlo, N, 0) 

= 10,p - k, k) - gO(27T)-iJ(w)[(E - My + ifJ)-1 

+ (E - Ho + ifJ)-lH'(E - H + ifJ)-I] Ip, 0, 0). 

(16) 

The product H'(E - H + ;fJ)-1 can be written in 
terms of the level-shift operator R as in Goldberger 
and Watson': 

H'(E - H + ifJr1 Ip, 0, 0) 

Rip, 0, 0) = . , 
E - My - (0,0, pi (R) Ip, 0, 0) + ifJ 

where R is defined as 

Rip, 0, 0) 

(17) 

The second follows from the dispersion relation 

Rp(E) 

== (0,0, pi (R) Ip, 0, 0) 

= D(E) - iJ(E) (22) 

= (O,O,p/(H)lp,O,O) _ 7T-1f.oo dwJ(MN + w) 
" w + MN - E - ifJ 

(23) 
where, as is shown in Goldberger and Watson,6 

J(E) = lim fJ5 dk I(k, p - k, 01 (R) ~' 0, ?>12 
, 

.,--0 2w (E - MN - w) + fJ 

J(E) = 0, E < M N + w, 

and 

D(E) = (0,0, pi (H') Ip, 0, 0) 

-lPf.""d J(MN + w) 
- 7T W • 

/l w+MN-E 

From Eq. (21) it then follows that 

I(E) = (47Tr1g:kf2(w), E ~ M M + w, 

J(E) = 0, E < M N + W. 

(24a) 

(24b) 

(25) 

= [H' + H'Pv(E - Ho - PvH'PV)-IPyH'] Ip, 0, 0). Since the matrix element of H' in Eq. (23) vanishes, 
(18) Eq. (25) leads to the result 

Py is the projection operator 

Py = 1 - 5 dp Ip, 0, 0) (0, 0, pi (19) 

which projects out the V particle, and the reduced 
matrix element is defined in general by 

(k,p' - k,p'l D Ip,p - k, k) 

= ()(p' - p) (k,p - k,pl (D) Ip,p - k, k). 

For the N, 8 sector, the only other state is 10, p - k, k) 
so that 

Pv = f dp : 10, p - k, k) (k. p - k,O/. (20) 

To complete the solution the matrix elements 
(k, p - k, 01 (R) Ip, 0, 0) and (0,0, pI (R) Ip, 0, 0) 
must be evaluated. The first follows directly from Eq. 
(18) and the communtation relations. This gives 

(k, p - k, 01 (R) Ip, 0, 0) = -(27TY-!g.j(W). (21) 

• Marvin L. Goldberger and Kenneth M. Watson, Collision 
Tlreory (John Wiley ct Sons, Inc:., New Yorlt, 1964), Chap. 8, pp. 
437-4S2. 

R (E) = -(27T)-2g2f.«Jdw k['(w) (26a) 
" 0 /l W + MN - E - ifJ 

or, for the continuation into the second sheet, 

R,,(E) = -(27T)-2g: f dw kP(w) ,(26b) 
Jc w+ MN-E 

where C extends from p to 00 going below the pole in 
the integrand. Except for a sign, the function 
F(E - M N) defined by Killen1 is expressed by Eq. 
(26a). 

By interposing a complete set of states to the left of 
R" in Eq. (16) and using Eqs. (21) and (22), the N. 0 
solution is found to be 

(2m)! 10. N. 8) = 10, p - k, k) 

(27T)-igJ(w) [0 0 2-1 
- E - My - R,,(E) +;"1 /p, , ) - (7T) go 

X J (di./2iiJ)f~iiJ). /0, p - k, k)], (27) 
E - MN - W + IfJ 

where iiJ = w(k). 
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IV. THE STABLE V PARTICLE 

It is readily seen from Eq. (26) that Rp(E) is real if 
E < f-l + M.v. Recalling that E = w + M N , this 
implies that w < f-l or that k is imaginary for these 
values. This corresponds to a bound-state pole in the 
state vector 10, N, () if E = Mv + Rp(E) in this 
region. If one assumes this is the case, then, since Eq. 
(27) represents a solution for all k, it follows that the 
contour integral 

IV, 0, 0) = t/kB(k) 10, N, () (28) 

is also a solution, where C is a contour, arbitrarily 
small, encircling the pole. If Ev is the value of E at the 
pole, 

Ev = Mv + Rp(Ev)· (29) 

Evaluation of Eq. (28) gives 
1 3 IV, 0, 0) = Z~(Ev) Ip, 0, 0> - (21T)-2g 

xI (dfr/2ill)f(iiJ) 10, p - k, k) (30) 

Ev - MN - ill + irl ' 

where Z(Ev) is the normalization constant 

10) dwkf2( w) 
Z-\Ev) = 1 + (21T)-2g~ 2 

!l (Ev - MN - w) 

= 1 - dRiEv) (31) 
dEv 

and g is the renormalized coupling constant 

(32) 

This is the usual stable V-particle solutionl with 
Rp(Ev) corresponding to the mass renormalization 
term 

(;m = Ev - Mv 

= -Z-I(Ev)g2(21T)-2I
oo 

dW
kf2

(w). ' (33) 
!1 w + Mx - Ev 

as can be seen from Eqs. (26) and (32). 

V. N, () RESONANT SCATTERING 

If the resonance has a narrow width, then, at the 
appropriate energies, an unstable state will be formed 
which will subsequently decay into an N particle and 
an () particle. The probability that those particles are 
observed at large distances from the scattering region 
should depend upon time according to the usual decay 
rule [1 - exp (- rt'»)' where (' is the time at which 
the unstable state decays. To show that this is indeed 
the case, it is appropriate to use the configuration 
representation. 

If X2 and Xl are the position vectors of the () and N 
particles, respectively, then the probability that these 
particles are at these positions can be obtained, 
according to Eq. (11), from the amplitude 

T(X2 , Xl) == (X2' Xl' ° I 0, N, () 

= u.v(p - k, xl)uo(k, x2)(2w)-i 

+ 
(21T)-3(2w)-! g~f(w) 

E - Mv - RiE) + ;1] 

xI (dfr/2ill)f(ill)UN(P - fr, XI)UO(fr, x2) . 

E - MN - w + i1] 

(34) 

The algebra is greatly simplified without loss of 
physical content by choosing the wavepacket for the 
N particle considerably smaller in spatial extent than 
the wavepacket of the () particle. With this approxi­
mation, Xl can be taken equal to zero so that the N 
particle is "nailed down" at the origin. After com­
pleting the angular integration, the scattering solution 
becomes 

f/?(X2, 0) = (21T)-i(2w)-! 

[ (k ) + 
(21T)-igJf(w)(ix2)-1 

X Uo ,X2 
E - Mv - Rp(E) + i1] 

x fro (dkj2ill)kJ(ill) exp (ikx2)] (35) 
-00 E - M N - ill + i1] , 

where X 2 = IX21. The solution as a function of time is 

'lJ'(X2, t) = Ie dka(k)f/?(x2 , 0) exp ( - iEt), (36) 

where e must be chosen to eliminate the second term 
of Eq. (35) when ( = 0. 

The contour which will accomplish this purpose is 
shown in Fig. I along with the singularities of f/?(x2, 0). 
The discussion which follows is based on the assump­
tion that the () particle is nonrelativistic, as is appro­
priate since recoil of the heavy particles is ignored. 
The resonant and bound-state singularities, assumed 
here to be simple poles, arise from the vanishing of the 

"-PLANE 

e 

• .---" (E'yl 

FIG. I. The contour e and the singularities of rp(X2. 0) in the k plane. 
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denominator E - Mv - Rp(E). By convention, E + 
i'YJ is chosen on the first sheet of Rp(E) and hence on 
the first sheet of tp(x2 , 0). This corresponds to values 
of k in the upper k plane. If E = Mv + Rp(E) for 
values (real E) > M N + w, it is easily shown that 
tp(x2 , 0) has singularities, corresponding to the reso­
nance singularities, in the second sheet at 

E = Mv + D(E) ± iJ(E) 

or in the third and fourth quadrant of the k plane as 
shown in Fig. 1. Except for these singularities, these 
functions are analytic. The contour must also exclude 
any singularities of f( w) which are in the upper k plane. 
Also, to eliminate the second term of tp(x2 , 0) at t = 0 
requires the assumption that few) has appropriate 
properties along the infinite arc. It should be noted 
that the quantity 'YJ in Eq. (36) can be set equal to 
zero with the understanding that E corresponds to 
values of k in the upper k plane. 

For the scattering solution, only terms proportional 
to (l/xJ need be retained. Therefore only the contri­
bution from the simple pole at k = k + i'YJ in the 
integrand of Eq. (35) need be considered. For large 
x 2 , tp(X2, 0) then is 

tp(x2 , 0).,2 .... 00 = (21T)-3(2w)-1 

[ ( 
'k .) (41TX2)-1 g~f2( w) exp (i kX2)] x exp I • x2 - , 

E - Mv - RiE) + i'YJ 

(37) 
or, in terms of spherical harmonics, 

!P(X2' 0).,2 .... 00 = 2(21T)-2(2w)-!~zmytm(k)Yzm(.X2W 

[
. (k ) _ !5!Og~P(W)(41TX2tl exp (ikX2)] 

x }z X2 • 
E - MV - Rp(E) + i'YJ 

(38) 

It is readily shown5 that the initial wavepacket can 
be expanded in terms of radial functions according to 

1p(x2 ,0) = ~Zm L: dkk2azm(k, ko, xO)jz(kx2) YZm(.x2), 

(39) 

where Xo and ko are the average position and momen­
tum of the packet at t = O. If the over-all factors of 
Eq. (38) are absorbed in the coefficient aZm ' the 
scattering solution at any time t is 

1p(X2' t)"' ..... '" = ~lm L: k2 
dka,m(k, ko, x O)jz(kx2) 

x YZm(.x2) exp (- iEt) - g~(41TX2)-I~!tA.o 

x r edkf\w)azm(k,ko,xo)Y,m(.x2)expi(kx2-Et). 
Je E - Mv - RvCE) 

(40) 

Therefore the scattered packet is given by 

1pix2, t) = -g~(41T)-~X;1 
x r k2 dkf2(w)aoo exp i(kx2 - Et). (41) 

Je E - Mv - RvCE) 

The denominator in the integrand vanishes for 
Rp(E) real only if there arc bound states and the 
singularities are on the imaginary k axis. If this is the 
case, the mathematical mass M v , which is not a 
measurable quantity, can be expressed as a function of 
the bound-state energy through Eqs. (26) and (29): 

E - Mv - Rp(E) = E - Ev + Rp(Ev) - Rp(E), 

= (E - EV)Z-I(E), (42) 
where 

Z-\E) = 1 + g~(21T)-2 

foo dwkP(w) 
x . ~~ 

JL (w + MN - Ev)(w + MN - E - i'YJ) 

Note that Z(Ev) is the residue of the denominator in 
Eq. (41) which accounts for the second equation given 
in Eq. (31). 

In terms of renormalized quantities, the scattered 
packet is 

1p.(X2' t) = -(41Tr~ g2x;1 

J 
k2 dkf2(w)a oo 

X [Z(E)jZ(Ev)] exp i(kx2 - Et). 
e E - Ev 

(44) 

Because of the ratio Z(E)/Z(Ev), Eq. (44) is finite in 
the point-interaction limit,f(w) ~ 1.7 

The denominator in the integrand of Eq. (41) 
vanishes for Rp(E) complex only if there are resonant 
states. If the singularity is a simple pole, the denomi­
nator vanishes when 

E~ = Mv + RV<E~), 
where E~ is the complex eigenvalue of H,B 

(45) 

(46) 

E R is the center of the resonance; ! r is the observed 
half-width; and the definition in Eq. (26b) must be 
used to define Rp(E~). In parallel to the bound-state 
case, Eq. (45) can be used to eliminate Mv in terms of 
the measurable quantities ER and r. Thus, 

E - Mv - RvCE) = Z,-I(E)(E - E;"), (47) 

1 F. J. Yndurain, J. Math. Phys. 7,1133 (1966). In this paper it is 
shown that if the Lee model is analyzed with relativistic kinematics, 
the point-coupling limit is better behaved. 

8 If in Eq. (28) the contour encircles the pole at E;, the state that 
is obtained is a solution of H but it is not normalizable. 
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where here E~ replaces Ev in Eq. (43) giving 

Z'-I(E) = 1 + gg(27T)-2 

i dwkf2(W) 
X , 

c(w + MN - Ev)(w + MN - E) 
(48) 

where C extends from w = f-l to w = 00 and goes 
below both simple poles in the integrand. The scattered 
solution now becomes 

V'ix2, t) = _(47T)-ig2x21 exp [iCl(Ev)] 

x r dkky2(w)aoo [Z'(E)jZ'(E;.)] exp i(kx2 - Et), 
Je E - Ei. 

where 

g2 = gg IZ'(Ev}1 

and Cl is defined by 

(49) 

(50) 

Z'(E) = IZ'(E)I exp i(j(E). (51) 

Because the scattering solution is independent of the 
phase Cl, the measured coupling constant will depend 
only on the absolute value as defined in Eq. (50). As 
was previously the case for Z(Ev) , Z'(E~) is the residue 
of the denominator in Eq. (41): 

Z'(E') = 1 _ dRp(Ev) . 
, v dEiT 

Thus, asE~ -+ Ev , it follows thatZ'(E~) -+Z(Ev), as 
is to be expected if a single analysis is to describe both 
the stable and unstable cases. The solution given in 
Eq. (49) is simply the analytic continuation of the 
stable solution given in Eq. (44). 

Equations (45) and (47) can be used to show that 
I(E) is related to the half-width by the relation 

I(E) = tr IZ'(E)I-I cos Cl(E). (52) 

For scattering in the vicinity of a very narrow reso­
nance, it is usually assumed that I(E) is slowly varying 
and that it can be replaced by 

the unrenormalized half-width. In this limit, to lowest 

The simplest incident wave that satisfies the 
assumptions already made with regard to spatial 
extent is a semi-infinite one-dimensional wavetrain 

V'(X2, 0) = 0(xo • X2 - xo) exp [iko(xo - xo • x2)]. 

(55) 

To establish this function as the initial condition for 
the scattering solution given in Eq. (35) requires that 

V'(X2, 0) = Ie dkA(k)(X2' Xl, ° I 0, N, 0) 

= J dk(2w )-t A(k)(X2, Xl, ° I 0, p - k, k). 

For Xl = ° and Xo chosen in the -£ direction, 
(56) 

A(k = i(27Tl(2w)tO(k",)(J(k,J exp (ikzxo) 
) k k' , (57) 

z - 0 + IE 

or, after integration over kx and ky, 

V'(X2,0) = -(27Ti)-lL: dk(k - ko + iErl 

x exp [ik(xo - xo • X2)] 

= 2i~lm( - i)lyt'~.(xo) Ylm(X2) 

1
00 dkjl(kx2) exp (ikxo) 

X . 
-00 k - ko + iE 

Identification with Eq. (39) shows that 

aoo(k, ko, xo) 

(58) 

= 2i(47T)-tk-2(k - ko + iE)-1 exp (ikxo). (59) 

The resonant scattering solution then takes the form 

V'.(x2, t) = -4f-lix2tg2(47T)-2 

~ dkP(w) exp i[k(x2 + xo) - Et] x , 
. e (k - k1)(k - k2)(k - ko + iE) 

where kl and k2 are defined by 

(tf-l)(k - k1)(k - k2) 

= (k2j2p,) + MN + p, - ER + tir. 
order in g~, This integral can now be evaluated using the asymp­

(53) totic integration procedure developed previously.s 
The contour e can be distorted from the real k axis to 

as is to be expected. To show the exponential decay 
of the scattering solution, it is necessary to consider 
Eq. (49) in this limit. As a result, V'.(x2, t) becomes 

V'.(x2, t) = _(47T)-ig2x21 

X r dkk~(w)aoo exp i(kx2 - Et) + O( fje). (54) 
Je E - ER + til' f-l R 

the contour shown in Fig. 2. The 45° line represents the 
line of steepest descent, giving negligible contribution 
to the original integral. Consequently, the only con­
tribution arises from the encircled poles at ko and k1 • 

• T. A. Weber, D. M. Fradkin, and C. L. Hammer, Ann. Phys. 
(N.Y.) 27,362 (1964); C. L. Hammer and T. A. Weber, J. Math. 
Phys. 6, 1591 (1965). 
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"-PLANE 

"R 
---------------- ~---~" 

I + 
I"I=~/ 

FIG. 2. The distorted contour in the k plane. 

The result is 

1fl.(x2 , t) 

(41Tx2)-1 g'12( (00) 
=-

Eo - ER +!if 
x {exp Hko(X2 + xo) - Eot]0«ko/p)t - X2 - xo) 

- exp [( -!r(t' - to)] exp j[k~X2 + Xo) - ERt] 

.X 0«kR/p)t - X2 - Xo)} + x2tO(prjk1), (60) 

where the retarded time t' is given by 

(61) 

and 
000 = w(ko), Eo = E(ko), 

to = (p,xo/kR),....., (p,xo/ko). (62) 

In deriving this equation use is made of the relation 
Iko - kRI f"Oo.I pr/kR' which is required because of the 
assumptions made in arriving at Eq. (53). The 
asymptotic procedure used to solve the integral in 
Eq. (54) does not strictly apply when the 45° contour 
is ve.ry close to the poles. Thus ko should be replaced by 
k R In the argument of the first step function to be 
consistent with the approximation already made. 

The second term of Eq. (60),10 which clearly repre­
sents the decay of the unstable V particle, implicitly 
contains ~he scattering distance X2 + Xo in the damping 
exponentIal. To be consistant with the scattering 
solution, exp -!r(t' - to) » X21. Substitution for t 
in. this expression from the argument of the appro­
pnate step function gives the largest value of the 
exponential (Le., the smallest value for t) as 

exp -[(p,2r2/4k~)(X2 + xo)] » X21. (63) 

Rearranging this expression gives 

, 
l~ c. L .. Hammer and :r. A. Web~r, J. Math. Phys. 8, 494 (1967). 

!hIS term IS shown to eXist for any Isolated pole in the second sheet, 
mdependent of the model or the wavepacket shape. 

as a measure of the validity of "Ps' For larger values of 
r, the second term of Eq. (60) should be dropped. 

The scattering cross section, which can be calculated 
from the incident and scattered currents in the usual 
way, is, for t > to, 

deT 

dO 

(47T )-2 g'i'( (00) 

(Eo - ER)2 + !r2 

X {l - 2 cos [(Eo - ER)(t' - to)] 

X exp [-ir(t' - t)] 

+ exp -ret' - to) + o(p,r/k1)}, (65) 

where 

cos [(ko - k R)(X2 + xo) - (Eo - E~t] 

~ cos [(Eo - E~(t' - to)]. 

For the limit (t' - to) - 00, this result is what one 
expects for an S-matrix calculation for N, () scattering 
where the cross section is defined asH 

deT =fI (27T)'I5(Pf - Pi) IRfil2 dp dk 
PNP81vN - v81 (27T)3pN (27T)3p8 ' (66) 

where the particle densities are 

P9 = 200 (27T)-3 , 

PN = (EN/MN)(27T)-3, (67) 
and 

Sfi = _(2rr)4;I5(Pf - Pi)Rfi . (68) 

The time dependence of Eq. (65) is exactly that for the 
decay of a prepared unstable state of mean life r-l as 
calculated by Goldberger and Watson.6 Thus the 
cros~ secti~n represents the elastic scattering of N, () 
partIcles VIa the formation of an intermediate unstable 
state which subsequently decays. 

Since i.t i.s assumed , that the resonance width is very 
narrow, It IS appropnate in finding the transition rate 
per unit volume to integrate the incident beam energies 
over the resonance spectrum 

(69) 

where W(wo) is the spectral distribution of the incident 
() particles. The result is 

dN at = W(WR)PNkRg'i'(w~(27Tr3r-l 

X {I - exp - [ret' - to)]}, (70) 

11 Stephen Gasciorowicz, Elementary Particle Physics (John Wiley 
& Sons, Inc., New York, 1960), p. 142. 
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where the integral relations 

J(dWo/wo)kpeW(Wo)[(EO - ER)2 + tll')2]-1 

~ 2kRf- IW(WR)(27T)-2, 

J 

(dwo/wo)kpoW(wo) cos [(Eo - ER)(t' - to)] 

(Eo - ER)2 + (!l')2 

~ 2kRf-IW(WR)(27Tr2 exp [-!f(t' - to)] (71) 

have been used. 
The quantity r-l can be eliminated by using Eqs. 

(25) and (52), so that 

dN = PNW(wR)g~2(wR)(27T)-2[1 - exp -f(t' - to)], 
dt . 

(72) 
or, in terms of matrix elements, 

dN = 27TW(wR)PN l(kR , P - kR' 01 (R) Ip, 0, 0)D1 2 
dt 

X [1 - exp -f(t' - to)], (73) 

where Ip, 0, O)D is the dressed mathematical state 

Ip, 0, O)D = IZ'(E~)I-t Ip, 0, 0). 

This is the result for the rate of formation of decay 
products that should be expected on classical grounds 
for a beam of particles which begins to form unstable 
states of mean life r-l at the time to at the constant 
rate 27TW(wR)PN l(kR,p - kR' 01 (R) Ip, 0, 0)DI 2-a 
direct parallel to the quantum-mechanical calculation 
done here for a semi-infinite wavetrain representing 
the 0 particle which begins interacting with the N 
particle at to, interacting continuously thereafter to 
form unstable V-particle states. 

Since the rate of decay of the V particle dX/dt is 
related to the rate of formation of the Nand 0 particles 
dN/dt by 

dN dX -=--
dt dt 

= f X, 

the number of V particles per unit volume present at 
the time t' is deduced as 

X = 27TPNW(WR)r-l l(kR ,p - kR' 01 (R)lp,0,0)DI 2 

x [1 - exp - ret' - to)]. (74) 

VI. CONFIGURATION REPRESENTATION 
FOR THE UNSTABLE V PARTICLE 

The probability that a V particle will be at the 
position Xl at the time t can be obtained from the 

amplitude 

1fJv(xI , t) =J dkA(k) exp (-iEt)(O, 0, Xl I 0, N, 0). 

(75) 

Substitution for 10, N, 0) from Eq. (27) and for A(k) 
from Eq. (57) gives 

1fJv(x1 , t) = (27T)-3(27TWlgo exp (ip • Xl) 

( dkf(w) exp i(kxo - Et) 

x Jc (k - ko + ie)[E - Mv - R,,(E)] ' 
(76) 

where e is the contour used previously. It should be 
noted here that 1fJy(X2, 0) = 0, as is appropriate. This 
expression can be evaluated for large t and Xo (recall 
Xo is the initial position of the leading edge of the 
incident wave and is therefore asymptotic) with xo/t 
finite in a manner similar to that used for the scattered 
wave in the previous section. The result is, for small 
(r/k1) , 

(27T)-3gf(WR) . 
1fJy(x1 , t) = - exp (,p . Xl) 

Eo-ER+!if 

x {e( (:R)t - xo) exp i(koXo - Eot) 

- e( (:R)t - xo) exp [-!f(t - to)] 

X exp i(kRXO - ERt)} + o(~D. (17) 

The probability density for t > to is 

t (27T)-3pNg~2(W~) 
1fJv1fJy = (Eo _ ER)2 + !f2 

X {I - cos [(ER - Eo)(t - to)] 

X exp [-!f(t - to)] + exp [-f(t - to)]}. 

(78) 

The number of V particles per unit volume follows 
as 

X = J dWoW(wo)1fJ~1fJY 
= 27TPNW(WR) l(kR , p - kR' 01 (R) Ip, 0, 0)D12 f-l 

X {I - exp [-f(t - to)]}, (79) 

in agreement with the result deduced in Eq. (74). 

VII. THE UNSTABLE V-PARTICLE STATE 

As pointed out by Levy,4 any state that represents 
the unstable V particle will contain coefficients that 
depend upon the method of production. On the 
other hand, once the existence of this state is made 



                                                                                                                                    

V-PARTICLE DECAY IN THE LEE MODEL 2075 

known through a subsequent measurement, the 
probability for the system being in that state at that 
instant is unity. Thus the state should be renormalized, 
thereby making the coefficients independent of the 
production process. 

In the previous section, for a particular set of initial 
conditions, the appropriate time dependence is 
obtained for both the production of Nand (J par­
ticles and unstable V particles from that part of the 
10, N, (J) state which is not the incident wave, that is, 
the second and third terms of Eq. (27). Also, only 
this part of 10, N, (J) contributes to the stable V­
particle state derived in Eqs. (2S) and (30). This 
clearly indicates that the state vector for the V par­
ticle is 

/V(t» = (27T)-~J dp Ie dk 

A(k, p)(2w)-kf(w) exp (-iEt){lp, 0, 0) x ~~~~~~~~~--~~~~ 
E - Mv - RP(E) 

+ gO(27T)-!I ~d~:~~~ 10, p - k, k)}, 

(SO) 

where A(k, p) depends upon the shape of the incident 
wavepackets for the Nand (J particles, that is, the way 
in which the Nand (J particles are initially produced, 
and e is chosen such that /V(O» vanishes. The rate of 
decay into Nand (J particles is then obtained from 
(X2, Xl' ° I V(t» or (k,p - k, ° I Vet»~, whereas the 
number of unstable V particles is obtained from 
(0,0, XII Vet»~ or (0,0, pi Vet»~. It is obvious that 
this choice for I Vet»~ leads to the solutions previously 
derived when Eq. (57) is used for A(k): 

A(k, pi) = A(k)b(p' _ p). 

Since the V particle considered here is not formed 
for t < 0, it is not surprising that (V(O) I YeO»~ = 0. 
This means, however, that the state cannot be normed 
in the usual manner. An appropriate normalization, 
which is very physical, is also considered by Levy.4 
Since the state can be observed only for asymptotic t, 
that is, a time long compared to the interaction time, 
it should be normalized in the asymptotic time limit. 
For example, if E - Mv - R(E) has a zero only at 
E = Ev (the bound-state pole) and 

A(k, pi) = i[47TWZ(Ev)]-k[kf(w)]-la(p), (Sl) 

where 

f dp la(pW = 1, 

then the choice of e shown in Fig. 1 leads to 

(V(t) I V(t»t-->oo = 1. (82) 

It is easier to see this result if the integration variable 
used in Eq. (SO) is changed from k to w. The contour 
e' in the w plane which corresponds to e is shown in 
Fig. 3(a). The state /V(t» then is 

/V(t» = -(21Ti)-I Z-*(Ev) 

x Idpa(p) f dw exp (-iEt) 
Je' E - Mv - R 1,(E) 

x {100) + (27T)-!I (dkf2w)f(w) 
p" go E M -

- N-W 

x 10, p - k, k)}. (83) 

The asymptotic limit is obtained by rotating the 
contour 900 in a clockwise direction, as shown in Fig. 
3(b). The integration about the branch point in Rp(E) 
leads to terms with inverse powers of t so that only the 
pole term contributes in the large-time limit: 

/V(t)t-->oo = f dpa(p) exp (-iEvt)[ Zi(Ev) Ip, 0, 0) 

+ g(21T)-!f (dkf2w)f(w) 10, p - k, k)] 
Ev - MN - W 

+ O(t-!), 

I Vet»~ = f dpa(p) I Vp , 0, 0) exp (- iEvt) + O(t-!). 

(S4) 

0) 

b) 

c) 

w-PLANE 

e.' 
rU 

FIG. 3. Various contours in the w plane: (a) corresponds to the 
contour e in the k plane when a bound-state pole is present; (b) 
the contour used to obtain the asymptotic time equations for the 
stable case; (c) the contour used to obtain the asymptotic time 
equations for the unstable case. The pole in the second sheet is 
explicitly shown. 
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Therefore, after a long time t, the system finds itself in 
a stable V-particle state. Equation (82) then follows 
directly from the normalization of I V." 0, 0). 

If E - Mv - R(E) has a zero at E = E~, the pole 
moves to the second sheet as shown in Fig. 3(c). 
Correspondingly, if IZ'-!(E~)I is used in Eq. (81) 
instead of Z-!(Ev), the result is 

(0,0, p' I V(t»t->oo = [Z'(E~)/IZ'!(E~)I]a(p') 

x exp (-iERt) exp [-!rt] + OCt-i). (85) 

Thus, for small rt, the sum over all "dressed" momen­
tum states has the expected exponential decay 

I dp' ID(O, 0, p' I V(t»12 = exp (-rt). (86) 

The projection onto the state 10, p' - k', k') is more 
complicated because of the extra pole that appears on 
the real axis in the expression 

(k', p' - k', ° I V(t» 

= -(27Tjf 1IZ'-!(Ev)1 a(p')(27T)-igo!(W') 

i dw exp (-iEt) x . 
C' (w - w')[E - Mv - RiE)] 

For large t, this becomes 

(k', p' - k', ° I V(t»t->oo 

(27T)-ia(p')go!( w') IZ'-!(E~ )1 
= 

w' + MN - ER - i(r/2) 

(87) 

x {Z'(w' + M N) exp [-i(w' + MN)t] - Z'(Ev) 
x exp (-iERt) exp (-!rt)} + OCt-i). (88) 

For r/ER small, the probability for the decay into an 
Nand 0 particle is 

I dP'f(dk'/2W') I(k', p' - k', ° I V(t»12 

r<oJ (r/27T) I dw 

[1 - 2 cos (E - ER)t exp (-!rt) + exp (-rt)] 
x (E _ ER)2 + (!r)2 

r<oJ I - exp (-rt), (89) 

where the last integral is evaluated similarly to those in 
Eq. (71). The normalization of I Vet»~ follows from 
Eqs. (86) and (89), since, to lowest order in g~ (small 
r), Ip, 0, 0) can be replaced by Ip, 0, O)D in the com­
pleteness relation. 

It is interesting to note that, for both the stable and 
unstable case, the state defined by Eq. (83) [with 

Z'(E~) for the unstable case] is 

W(t» = I dpa(p) exp (-iHt) Ip, 0, O)D, (90) 

where H is the Lee-model Hamiltonian. This is readily 
seen by expanding Ip, 0, 0) in terms of the complete 
set of states 10, N, 0) and I V." 0, 0). Thus, one has, 
for the stable case, 

where 

11 = I dpa(p) IV." 0, 0) exp (-iEvt) (91) 

and 

12 = -(27T)-igoZ-!(Ev) I dpa(p) 

xI (dk/2w)~(w) 10, N, 0) exp (-iEt). 
E - Mv - RiE) - iTJ 

(92) 

The term 11 is the result expressed in Eq. (84) which 
arose from Eq. (83) by integrating in a clockwise 
direction around the bound-state pole. Thus, if 12 can 
be shown to be the integration around the branch 
point shown in Fig. 3(a), Eq. (90) will be proven. 

Substitution from Eq. (27) for 10, N, 0) gives 

I2Z!(Ev) 

= -(27T)-igOI dpa(p) 

I (dk/2w) 10, p - k, k) exp (-iEt) 
X * E - Mv - R.,(E) - iTJ 

+ 7T-J dpa(p) ioodW 

I(E) exp ( - iEt) 
x---------'-'-----"-'---'------

[E - Mv - R:(E) - iTJ][E - Mv - RiE) + iTJ] 

x (I ° 0) - (27T)-i f(dt/2W) 10, p - k,k») p, , go E M - . , 
- N - W + 1'fJ 

(93) 

where Eq. (25) is used to obtain I(E) in the second 
term. The w integration in the second term of Eq. (93) 
can be broken into two pieces using 

-2iI(E) 

[E - Mv - R:(E)][E - Mv - RiE)] 

1 1 ~~ 
E - Mv - RiE) E - Mv - R:(E)' 

The first piece corresponds to an integral from ft to 
00 above the cut in R.,(E). The second piece corre­
sponds to an integral from 00 to ft below the cut in 
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Rp{E) if E in the denominator of the w integration in 
Eq. (93) is continued to values below the real w axis. 
This continuation gives rise to a contribution from the 
w integration which cancels the first term in 12 , giving 
finally the cut contribution to Eq. (83): 

12 = -(27TWIZ-!(Ev)fdPf dwa(p) 
E-Mv-RiE) 

(I 00)-(2 )-! f{dkI2W)f(W)10,P-k,k») 
X p" 7T go E M - , 

- N-W 

(95) 

where C is that part of C' which is the contour around 
the cut in Rp{E) shown in Fig. 3{a). The proof of Eq. 
(90) for the unstable case follows similarly, except that 
11 == 0 and IZ'-!{E~)I replaces Z-!(Ev). 

In parallel to the state I Vet»~, there is a state 
INO{t», which can be defined as 

I N()( t» == f dp f dk(2w )-! A(k, p) 

X exp ( - iHt) 10, p - k, k), (96) 

which in the asymptotic limit becomes 

IN()(t»t .... oo = I dPI dkA(k, p) exp( -iEt) 10, N, 0). 

(97) 

The proof of this last equation follows similarly to the 
proofs used to show Eqs. (84) and (90). 

VIII. CONCLUSIONS 

In view of Eqs. (84), (86), (89), (90), and (97) there 
appears to be no difficulty in defining lin) states for the 
Lee model even for the case in which no stable V 
particle exists. However, to obtain the resonant state, 
the infinite time limit must be avoided. 

The ambiguities pointed out by Levy4 in the defi­
nition of the renormalization constant Z'(E~) are 
removed by requiring a pure exponential decay for the 
V particle as shown in Eq. (86). Then, for the unstable 
case as expressed by Eq. (84), the probability that the 
V particle is "initially" in the "dressed" momentum 
state Ip, 0, O)D is 

f dp 1(V(t) I p, 0, 0)D1 2 = 1, 

the same result obtained from Eq. (84) for the stable 
case. 

To what extent the results discussed in this paper 
apply for isolated resonant states in general is not 
completely clear because, although the level shift 
operator approach is itself quite general, the specifics 
presented here depend heavily upon the fact that only 
two free-particle states are needed to describe the 
N + () sector of the Lee model. However, the asser­
tions proven here will be very useful for the examina­
tions of more general models. 
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It is shown that the most degenerate discrete series of unitary irreducible representations of U(2, 2), 
the so-called ladder representations, remain irreducible when restricted to representations of the Poincare 
subgroup ISL(2, C). They correspond to representations of this subgroup with mass zero and arbitrary 
integer or half-integer helicity A. The basis vectors of the canonical basis are calculated as functions of a 
light like 4-vector, which is formed by the simultaneous eigenvalues of the generators of the subgroup of 
translations. 

1. INTRODUCTION 

The group of pseudo-unitary transformations 
SV(2, 2) has entered physics in various different ways. 
First, it appeared as covering group of the conformal 
group of space-time transformations (including the 
Poincare group, dilatations, and special conformal 
transformations-see Appendix). With this interpre­
tation, it was considered as a symmetry of the wave 
equations for massless particles.1- 6 Secondly, the Lie 
algebra of SV(2, 2) was considered as the spectrum­
generating algebra for the (spinless) hydrogen atom.' 
Thirdly, it was also used in hadron physics as an 
algebra acting on the space spanned by the states of 
an infinite multiplet of particles at rest, or acting on 
the indices of an infinite-component field. 8 In this 
case, the so-called ladder representations of SV(2, 2) 
were used, which can be simply described in terms of 
creation and annihilation operators. 9 

In the main part of the present paper, we show that 

• Supported in part by U.S. Air Force under contract No. 
AF-AFOSR 69-1628. 

t On leave of absence from the Joint Institute for Nuclear 
Research, Dubna, USSR, and the Physical Institute of the Bulgarian 
Academy of Sciences, Sofia, Bulgaria. 

1 P. A. M. Dirac, Ann. Math. 37, 429 (1936). 
• H. A. Kastrup, Phys. Rev. 142, 1060 (1966); 143, 1041 (1966); 

150, 1183 (1966); Ann. Physik 9, 388 (1962). The last reference 
contains a historical survey on physical applications of the con­
formal group. 

sA. Salam and G. Mack, Ann. Phys. (N.Y.) (to be published). 
• G. Mack, Nuc!. Phys. B5, 499 (1968). 
• M. Flato and D. Sternheimer, Compt. Rend. 263, 935 (1966). 
• L. Gross, J. Math. Phys. 8, 1931 (1967), and references reviewed 

in Ref. 3. 
7 I. A. Malkin and V. I. Manko, J. Nuc!. Phys. (USSR) 3, 372 

(1966); Y. Nambu, Pro gr. Theoret. Phys. (Kyoto) Suppl. 37, 38, 
368 (1966); Phys. Rev. 160, 1171 (1967); A. O. Barut and H. Kleinert, 
Phys. Rev. 156, 1541 (1967); 157, 1180 (1967). 

8 A. O. Barut and H. Kleinert, Phys. Rev. 161, 1464 (1967); A. O. 
Barut, Lectures in Theoretical Physics (Gordon & Breach Pub!. Co., 
New York, 1968), Vol. 10, Part B; C. Fronsdal (report of work prior 
to publication). 

all the ladder representations of V(2, 2) [or SV(2, 2)] 
remain irreducible when restricted to representations 
of its Poincare subgrouplo ISL(2, C). They correspond 
to representations of this subgroup characterized by 
zero mass and arbitrary integer and half-odd integer 
helicity A. The first-order Casimir operator of V(2, 2), 
which labels the irreducible representations of the 
ladder series, is linearly related to the helicity A.. 

We also calculate the basis vectors of the canonical 
basis as functions of a lightlike 4-vector $/l' which 
is formed by the simultaneous eigenvalues of the 
generators of the subgroup of translations [Eq. (4.4) 
and following]. The form of the generators of SV(2, 2) 
when acting on functions !($/l) is given in Eq. (3.11). 

It is amusing to find that one is led to the same 
set of irreducible representations of SV(2, 2) for all 
three physical interpretations of this group mentioned 
above (Sec. 5). In particular, the representation used 
for the group-theoretic description of the H atom 
is equivalent to the one used for the description of 
massless spin-O particles. 

An appendix is added which deals with the con­
formal group of space-time in quantum field theory. 
A comment is included on the connection between 
the conformal structure of space-time and infinite­
component field theories of the type investigated 
recently. 8 

9 See B. Kur~unoglu, Modern Quantum Theory (W. H. Freeman 
and Co., San Francisco, 1962), p. 257. This description became 
popular after the paper of Dothan, M. Gell-Mann, and Ne'eman, 
Phys. Letters 17, 148 (1965). The relation between the ladder repre­
sentations of V(p, q) and the Gel'fand-Graev discrete series of 
representations of this group is described in I. Todorov, ICTP, 
Trieste, Preprint IC/66/71, 1966. Yao uses the term "exceptional 
degenerate discrete series": T. Yao, J. Math. phys. 8, 1931 (1967); 
9, 1615 (1968). 

10 This problem of irreducibility has been stated in D. Sternheimer, 
J. Math. Pure App!. 47, 289 (1968). The authors are indebted 
to Dr. D. Sternheimer for bringing this reference to their attention. 
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2. THE LADDER REPRESENTATIONS OF U(2, 2) 

We start by recalling the definition of the ladder 
representations. We present it here in a basis­
independent way. This is not only demanded by the 
canon of mathematical aesthetics, but is also con­
venient for practical computations as it allows one to 
choose the most convenient basis for the treatment 
of any given problem. 

We define U(2, 2) as the group of linear trans­
formations in the complex 4-dimensional space C4 

which preserves the Hermitian form 

(2.1) 

Here and in the following, a bar stands for complex 
conjugation. {J is a Hermitian matrix with two 
positive and two negative eigenvaluesll satisfying the 
U(2, 2)-invariant normalization det {J = 1. By virtue 
of the invariance of Eq. (2.l), the generators JAB = 
-JBA = YAB of the defining representation of 
SU(2, 2) obey 

R R-I * t'Y ARt' = Y AB . (2.2) 

They admit of the following commutation relations 
(CR): 

[JKL,]MN] = i(gKNJLM + gLMJKN 

- gKMhN - gLNJKM)' (2.3) 

where gKK = (+ - - - - +) and gKM = ° 
otherwise. Capital Roman letters run over the values 
0, 1,2,3,5,6. 

The remaining generator CI of U(2, 2) commutes 
with all the JAB and is represented by unity in the 
defining representation. 

Let the Dirac matrices [i.e., spin affinors Y/l = 
(Y/l)p] be defined in the usual way, satisfying covariant 
anticommutation relations for fl, v = 0, ... , 3: 

{Y/l' Yv} = 2g/lV' 

Then we may choose the matrices Y AB of the defining 
representation as follows: 

Y ilV = !-i[y /l ' Y J, Y56 = iY5 == iYoYIY2Ya, 

The ladder representations are now constructed as 
follows: We define the operator-valued 4-component 
spinor, fP == (fP~) and <jJ = fP*P == (<jJ~), oc = 1, 2, 3,4, 
and impose the canonical commutation relations 

[ ~ -] _ ~a [~ fJ] - 0 fP ,fPp - Up, fP, fP - . (2.5) 

Each (star) representation of the canonical commuta­
tion relations for the fP'S gives rise to a unitary 
(infinite-dimensional) representation of U(2, 2) gen­
erated by 

CI = <jJfP, JAB = <jJy AB<P· (2.6) 

There are two important inequivalent realizations of 
the canonical commutation relations (2.5) and, 
correspondingly, two series of inequivalent ladder 
representations of U(2, 2). For the first, we define an 
SU(2) ® SU(2) invariant vector lJi'0 by 

ll+fP'I"o = <jJll_lJi'o = 0, ll± == i(1 ± Yo). (2.7) 

For the second one, we put 

(2.8) 

To be consistent with the positivity of the metric in 
the representation space, we have to assume in each 
case the positive-definiteness of the 4 x 4 matrix: 

(lJi' 0, (<jJll±)*( qJll±)lJi' 0) 

= (lJi' 0, (PTI±fP)( <jJll±)'P'o) = PTI± (2.9) 

[the last equality is a consequence of Eqs. (2.5) and 
(2.7) or (2.8)]. This leads to a different sign of {J in 
the two cases. Taking a basis in which Yo is Hermitian 
and Y j are anti-Hermitian, we obtain f3 = Yo in the 
case (2.7) and f3 = -Yo in the case (2.8). In the first 
case, we obtain the so-called L series of most degenerate 
representations of U(2, 2); in the second case, we 
arrive at the L * series (see Ref. 9); the representations 
of these two series are conjugate to each other. Each 
series contains a denumerable set of (unitary) irreduc­
ible representations of U(2, 2), labeled by the (integer) 
value of the first-order Casimir operator CI • The 
canonical basis is defined in terms of the eigenvectors 
of the (maximal) set of commuting operators 

(2.4) -iel-I, J06 ' M 2=J;2+ J:3+ J;I, M 3=JI2 , 

They satisfy Eq. (2.3). A matrix f3 obeying Eq. (2.2) 
always exists. Its precise form depends on the choice 
of basis for the y-matrices.12 

11 We remark that this property of fJ is invariant because of the 
inertia law of quadratic forms. 

12 It has been conventional to choose Yo and iy; Hermitian; in that 
case (J = ±Yo. This identification is, however, not invariant under 
an arbitrary change of basis, but only under those induced by a 
unitary transformation. 

with eigenvalues A, n, s(s + 1), and m. They change 
in the range ,1=0, ±t. ... ; ±n = IAI + 1, 
IAI + 2, ... [+ sign for the case (2.7) and - sign 
for the case (2.8)]; s = IAI, 1,11 + 1, ... , Inl - 1; 
-s ~ m ~ s. The representation used for the group­
theoretic description of the nonre1ativistic hydrogen 
atom is contained in the L series for A = ° (CI = -2). 
All these representations are known to be integrable 
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to unitary representations of the universal covering 
group.13 

3. REDUCTION TO REPRESENTATIONS OF 
THE POINCARE SUBALGEBRA 

It is convenient to introduce an alternative set of 
generators in which the Poincare subalgebra is dis­
played explicitly. We define, for fl, 11 = 0, ... , 3, 

Mp. = Jp., Pp = J p6 + Jp5 , 

Kp=Jp6-Jp5' D=J56 . (3.1) 

Their CR follow from Eq. (2.3) and are given in Eq. 
(A2) of the Appendix. In particular, the generators 
Mp. and Pp satisfy the CR of the Poincare algebra 
(the same is true for the set Mp. and K.). 

First, we show that 

PpPP = KpKP = 0, (3.2) 

i.e., that the ladder representations contain only zero­
mass representations of the Poincare subgroup.14 

Let B«{J be the anti symmetric tensor defined by 

By B-1 = yT (B- l )«{J = 1.€a{Jy6B 
p P' 2 y6 

and related to the charge-conjugation matrix G«{J by 
B = iCY5' where € is the completely anti symmetric 
tensor with €12M = 1. Using the identity 

(Yp);(yP)I = b;OI + (Y5);(Y5)~ + UZY'1TB,,{JBry, (3.3) 

we readily establish that 

R± == Uyi1 ± iY5)];[yP(1 ± iys)U 

is traceless (R:6 = 0) and antisymmetric (R;~ = 
-R~~). This implies Eq. (3.2) by virtue of the CR 
(2.5); for instance, 

P pPP = ipaql ipy,/lR;X = ipaR:6,/i = o. 
One can check (3.3) by applying both sides to any of 
the quantities (YAB)~' cf. (2.4) (sum over y and 15). 

It remains to show that these representations 
remain actually irreducible when restricted to repre­
sentations of the Poincare group and to determine the 
helicities. (Recall that the zero-mass representations 
of the Poincare group which are used in physics are 
labeled by the helicity.) 

13 R. L. Anderson, J. Fischer, and R. RlIczka, Proc. Roy. Soc. 
(London) A302, 49 (1968). Moreover, it has been shown by Itzykson 
and Bargmann that there exists a pair of irreducible representations 
of the covering group of SpeS, R) generated by all Hermitian quad­
ratic combinations of rpa' rp:. These representations are acting on the 
same Hilbert space (i.e., in our Fock space) and reduce, when 
restricted to the subgroup U(2, 2), into direct sums of ladder repre­
sentation with either only integer, or only half-odd integer ).. C. 
Itzykson, Commun. Math. Phys. 4, 92 (1967); V. Bargmann, 
Group Representation on Hilbert Spaces of Analytic Functions, 
lectures at the International Symposium on Analytic Methods in 
Mathematical Physics, InQiana University, 1968 (to be published). 

U This observation has been made earlier by B. Kur,uno~u, J. 
Math. Phys. 8, 1694 (1967). 

Let us choose the Dirac matrices, such that Ys is 
diagonal, and the matrix {J satisfying Eq. (2.2) as 
follows: 

Yo = (0 (10) 
(10 0 ' Yi=(~i -0(1;), iY5=(~ ~J, 

{J = ±Yo, (3.4) 

where (10 is the 2 x 2 unit matrix and the (1" are 
Pauli matrices. We shall take (13 to be diagonal. 

To carry out the reduction, we re-express the genera­
tors as differential operators acting on functions of a 
lightlike 4-vector ~P which is formed by the simultane­
ous eigenvalues of the generators P" of translations. 

Consider the Hilbert space of those complex 
functions f(zl' zJ of two complex variables ZI' Zz 

which have finite norm (j,j), where the scalar product 
is defined as 

(J, g) = f f f(zl, Z2)g(ZI, Z2) d2zI d
2z2. (3.5) 

Here d2z = d Re z dim z = ii dz dZ. The polyno­
mials in z, i, a/az, alai form an irreducible set of 
operators in this Hilbert space. Furthermore, 

(a/az)* = -a/az and z* = i. 
We may then proceed to writing down the operator­
valued 4-component spinor ([! in the form 

( 

ZI ) 

([! = ±~~ZI 
±a/az2 

and 

(3.6) 

where again the + sign refers to the case (2.7) and the 
- sign to the case (2.8). In both cases, the normalized 
SU(2) ® SU(2) invariant vector is given by 'Yo = 
(2/7T)e-zz• The ladder representation has been displayed 
in this form in Ref. 15. 

The explicit form of the generators is found to be 

±P" = Z(1"Z, D =!.. Z - + - z , . (a a) 
2 OZ oz 

M" = !€i;"J'i = !(Z(1" ~ - ~ akz) , 
2 oz az 

o a 
±K = - - aP - (3.7) 

p iJz az' 

Nk = JOk = -!.. za" - + - a"z • .( a a ) 
2 iJz az 

o 0 
CI = z- - -2. 

oz OZ 
U D. Tz. Stoyanov and I. Todorov, J. Math. Phys. 9, 2146 (1968). 
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Here and in the following, G" = ,;uy and the 
summation convention for 1', '/I = 0,· .. ,3 is 
adopted. 

We now introduce a new set of four real inde­
pendent variables ~l, ~, ~3, and oc, related to the 
complex variables Zl , Z2 by 

-~; = ZUiZ, j = 1,2,3, -00 < ~; < +00, 

oc = arg (ZI) + arg (zJ, 0 ~ oc < 411'. (3.8) 

All points with ~ == 0 are identified; then, the mapping 
is bijective. arg (z) stands for the phase of Z as usual. 
It is convenient to introduce, in addition, 

~o = I~I == zUoz, ~/J = g/JY~Y' (3.9) 

Let us now re-express the functions j(Zl' zJ which 
form our Hilbert space as functions of the new 
variables ~;, oc: 

Making use of the chain rule 

~ = ± 0E' ~ + ooc .E.. 
OZa ;=1 OZa O~' OZa Ooc 

3 a i 1 a 
= I -(Ui)ab 2;'-a i - - --a 

;=1 ~ 2 Za OC 

and its analog for a/oz, one finds the form of the 
generators acting on the new functions F as 

±P/J = ~/J (+ fortheCseriesand - fortheC*series), 

M = -i(e~ - ~3~) + 11:1 e~-2i.E.. 
23 ae O~2 ~ .l ooc' 

M = _i(~3 ~ - e~) + 11:1 ~2~-2i.! 
31 ae O~3 ~ .l ooc' 

Here we have used the abbreviations 

3 ::12 

f). ="" _U _. and /:2 = (~I)2 + (e)2. 
~ k::v ~')2 .. .l 

;=1 U\~ 

Summation over repeated indices j is to be carried 
out from 1 to 3. The first-order Casimir operator 
CI of U(2, 2) takes the form 

C1 == - 2i .! - 2. 
OOC 

(3.12) 

Finally, one finds for the invariant scalar product 
from Eq. (3.5) 

1 i'" Jd~-(F, G) = - doc - F(~; oc)G(~; oc). (3.13) 
16 0 I~I 

For an irreducible representation of U(2,2), C1 

is diagonal and takes integer values. Consequently, 

i :a. = A, A = 0, ±i, ±1, ±t, ... , 
and 

CI + 2 = -2A. (3.14) 

Substituting this into Eq. (3.11), we see that 
PI" M/JY are then generators of an irreducible repre­
sentation of the Poincare group with zero mass and 
helicity A as given by Shirokov.I6 Evidently, the remain­
ing generators D, K/J act on the same irreducible 
representation space of the Poincare group. The first­
order Casimir operator CI is linearly related to the 
helicity A by Eq. (3.13). This completes the proof of 
our statements. 

As a final remark, we note that the decomposition 
of an arbitrary vector F into a sum of vectors that 
transform according to an irreducible representation 

10 lu. M. Shirokov, Zh. Eksp. Teor. Fiz. 33, 1208 (1957) [SOy. 
Phys.-JETP 6, 929 (1958)]. (There is a sign error in Shirokov's 
formula for M .. == M , .) 
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of U(2,2) is effected by carrying out a Fourier 
transform of F with respect to the variable rx over the 
interval [0, 47T): 

F(;, rx) = ~ L F ;.(;)e- iA 
•. 

7T ;'~IJ,±t ... 

Here the helicity A runs through all integer and half­
integer numbers. The scalar product (3.\3) may then 
be rewritten as 

(3.15) 

4. THE CANONICAL BASIS 

The canonical basis 'Y;..n.s.tn introduced in Sec. 2 is 
defined in terms of the eigenvectors of a complete set 
of commuting operators of the maximal compact 
subgroup U(2) ® U(2): 

(el + 2 + 2A)'Y;.,n,s,m = 0, 

(J06 - 11)\I\n,s,m = 0, 

[M2 
- s(s + l)]'¥A,n,s,m = 0, 

(M3 - m)'YA,71,S,m = 0. 

Upon introduction of the parametrization 

Zl = (pI2)te(i/2)('+tp) sin 012, 

(4.1) 

Z2 = _(pI2)teu/2)(.-<p) cos ()12, (4.2) 

Eqs. (4.1) reduce to the following system of ordinary 
differential equations: 

(; :rx - ;')'Y;',n'8,m = 0, (-i aacp - m)lJf';',",s,m= 0, 

[ 
__ 1 .E.- (Sin ().E.-) 

sin () a(} ao 

+ _1_ (;'2 + m2 
- 2mA cos () - s(s + l)J 

sin2 
() 

X lI"A,n,s,m = 0, 

[~ ~ ~ - {! s(s + 1) - !!.}J'Y - ° 
ap2 + pap 4 + p2 P ;',71,s,m - • 

(4.3) 

The normalized simultaneous solution of this system 
of equations is given by 

( 1) '}t 'Y - {(2S + 1) 11 - S - • 
;',n,s,m - (n + s)! 

x e-tP SL (2s+1)( )eiWq> d(s) «(})e--Oa• p n-8-1 P Am (4.4) 

Here dl:!. are the well-known generalized spherical 
functions associated with the (2s + I)-dimensional 

representation of SU(2). They are simply related to 
the Jacobi polynomialsY 

The parameters p/2, (), cp are the polar coordinates 
of the vector; [cf. Eqs. (3.8) and (4.2)]: 

~l = !P sin () cos cp, ~2 = !P sin () sin cp, 

~3 = !P cos (). 

L~~) is the Laguerre polynomial defined byI8 

Equation (4.4) is the desired expression for the 
canonical basis. 

5. TRANSFORMATION LAW OF LORENTZ 
COVARIANT FIELDS 

In the present section we shall present proof that 
the ladder representations are unitarily equivalent 
to the representations of SU(2, 2) used in Refs. 1-6 for 
the description of massless particles (cf. Appendix). 
This will involve establishing the transformation law 
under SU(2, 2) of Lorentz covariant, local, massless, 
free fields. As is well known, such a field is associated 
with a pair of zero-mass representations of the 
Poincare group with helicity A and -A, describing 
particles and antiparticles. The result is given in 
Eq. (5.9) below. 

Consider the Fock space Je created from a con­
formal invariant "vacuum" 10) by applying poly­
nomials in smeared creation operators a*(p, ±A), 
which satisfy either the usual Bose or Fermi rules for 
integer or half-odd integer A, respectively: 

[a(p, A), a*(p', A')]± = 15;.;..2 Ipl b3(p - p'), 

a(p, ;.) 10) = 0, JAB 10) = 0. (5.1) 

We may identify the Hilbert space of wavefunctions 
F;.(p) , considered in Sec. 3 with that subspace of Je 
which consists of "one-particle states" with helicity A, 
by virtue of the isometry 

whence 

F;. -IF;.) =I d3

p F;,(p)a*(p, A) 10), (5.2) 
21pl 

F ;,(p) = (p, A I FA)' where (p, AI = (01 a(p, A). (5.3) 

17 I. M. Gel'fand, R. A. Minios, and Z. Ya. Shapiro, Representa­
tions of the Rotation and Lorentz Groups and their Application 
(Pergamon Press, Ltd., London, 1963) (translated from the Russian), 
p.85. 

IS A. Erdelyi, Ed., Higher Transcen.dental Functions (McGraw-Hili 
Book Co., New York, 1953), Vol. 1. 
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Let us now impose on a(p, A) the following trans­
formation law: 

[a(p, A), J AB]- = o~-1a(p, A). (5.4a) 

O~k are the differential operators, defined by the 
right-hand side of Eq. (3.11) with; replaced by p, 
which implement the action of the generators JAB 

in the irreducible representation space of functions 
Fip) considered in Sec. 3. The corresponding differ­
ential operator for a representation of the L * series 
will be denoted by o~i. Equation (5.4a) defines 
JAB = J~B as (unbounded) operators in Je, because 
of Eq. (5.1). They form a representation of the 
algebra of SU(2, 2); and its restriction to the subspace 
of Je consisting of vectors of the form (5.2) is unitarily 
equivalent to the L representation with helicity A, which 
was considered in Sec. 3. This follows immediately 
from Eq. (5.3). 

From Eqs. (5.4) and (3.11), we find the further 
relation 

[a*(p, -A), JAB]- = -a~-.t)a*(p, -A) 

= o.~A;)a*(p, -A). (5.4b) 

The problem of constructing Lorentz covariant, 
local, free massless fields from creation and annihila­
tion operators has been solved by Weinberg.19,2o By 
definition, a Lorentz covariant (finite component) 
field X .. (x) transforms under Poincare transformations 
xl' -+ A~ x" + ai' according to 

U(a,A)xix)U(a, A)-l = I D .... ,[A-l]x.,,(Ax + a), .. ' 
(5.5) 

where D .. a , is some finite-dimensional representation 
of SL(2, C). We may restrict ourselves to irreducible 
representations D~i:i.); the result will carryover to 
the general case immediately. 

Weinberg shows that the only such massless fields 
(acting in a Hilbert space with positive-definite metric) 
are fields transforming according to a representation 
D~i:i.) with j2 - jl = A. Moreover, he proves that all 
these fields may be written as suitable derivatives of 
fields transforming according to (j,0) and (O,j) for 
A. = ~j, respectively. We may, therefore, restrict our 
attention to this case. Then, the field is given by 

x .. (x) = (27T)-~ J d4po+(p2)UaCp, A.) 

x [a(p, A.)e-i
"'" + a*(p, _).)eiP",], 

le S. Weinberg, Phys. Rev. 134, 8882 (1964). 
.0 S. Weinberg, Phys. Rev. 138, 8988 (1965). 

with O+(p2) = O(p2)O(pO) and 

u .. (p, A) = [2Ipi]1 D~l[R(p)] 
= [21p1Ji D~l(cp + ~7T, e, 0), 

j = 1).1. (5.6) 

R(p) is a (suitably standardized) 3 rotation which 
takes the z axis into the unit vector p = pilpi with 
polar coordinates 

pI = sin e cos cp, p2 = sin 0 ~ n cp, p3 = cos e. 
(5.7) 

Its Euler angles may be chosen as cp + ~7T, e, 0, 
whence the second equation for u .. , D~~ are the 
rotation functions for the (2j + I)-dimensional irre­
ducible representation of SU(2). 

The field satisfies the equations 

(JU
) • V + A o~o )x(X) = 0, (5.8a) 

Ox(x) = O. (5.8b) 

J(i) is the usual (2j + I )-dimensional representation 
of angular momentum 

[Jl ± iJ2] .... , = O,,',.,.±l[(j :r= a)(j ± a + l)]f, 

[13] .... , = ab .. , .. " 

The representations of SU(2, 2) which have been used 
for the description of massless particles are defined 
by the following field transformation law: 

[X .. (x), Pj<L = iOj<X,,(x), 

[X,,(x), Mj<vL = {i(xj<ov - xvoj<)o .... , + [~j<v]",,'}x"'(x), 
[X.,(x), DL = i(l - xvoV)X .. ex), (5.9) 

[xix), Kj<L = {i(-2Ixj< + 2x/lxir - x2o/l)o .. ". 

+ 2xV[~/lv],,'" }xu'(x), 

Here ~I" is the generator of SL(2, C) in the (il,j2) 
representation, i.e., in the present case of (O,j) and 
(j,0) fields, 

(5.10) 

and 
1= -1 - j. 

It has been shown3 that Eq. (5.9) is, in fact, the most 
general local SU(2, 2)-transformation law for a field 
that transforms under Lorentz transformations ac­
cording to a finite-dimensional, irreducible represen­
tation DCil,i.) of SL(2, C) (see the Appendix). 

Now we proceed to the equivalence between the 
transformation law (5.9) and (5.4) for a field defined 
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by Eq. (5.6). In other words, we shall show that 

[Xa(x), J ABL 

= (27T)-i f d'pc)+(l)ua(p, A) 

X [e-i2"·o~1a(p, A) + eiP"'o~;}a*(p, -).)], (5.11) 

where the left-hand side is defined by Eqs. (5.9) and 
(3.1). 

For the generators PI" Eq. (5.11) is obviously true. 
It suffices then to check Eq. (5.11) for the generator 
Ko = J06 - J05 ' since all other generators can be 
expressed in terms of multiple commutators of these. 
The proof is then an elementary, though somewhat 
tedious, exercise in properties of rotation functions. 
For the benefit of the reader let us sketch the calcula­
tion for the annihilation part X~+) of a field, for 
positive helicity A = +j. From Eq. (5.9) we find, 
using well-known properties of the (l distribution, 

As a consequence of (5.6), the Ua satisfy 

(J. P - j Ipl)u(p, j) = 0, 

( IPI ~ - j)Ua(P • j) = 0, o Ipl 

:0 ua(p,j) = -i[-sin q;J1 + cos q;J2]aa'ua, 

= _.1_ (j cos 0 - a)ua(p, j), 
SIO 0 

~ u.,(p, j) = - i[J 3].,."1/.,, = - iall.,(p, j). 
oq; 

(5.12) 

Using these relations, it is readily established that 

[X~+)(x), KoL 

= (27Tri f d4pe-iV"'!5+(p2)u a(p, j) 

{
II /j. + 2' cos 0 . 0 1 .2} ( .) 

x - P I Ipl sin2 oj oq; + Ipl sin2 oj a P,J . 

The differential operator in the braces agrees, indeed, 
with (3.11) and (3.14), which completes the proof 
of our statement. 

Finally, let us say a word about the vector potential 
Ap for a massless spin-l particle. As discussed in 
detail by Weinberg, it is not a Lorentz covariant 

field in the sense used above, but its Lorentz trans­
formation law differs from (5.5) by a gauge trans­
formation. The vector potential Aix) is defined in 
terms of the field strengths, up to a gauge transforma­
tion, by 

oyAp - opAy = Fpy. (5.13) 

Fpy is expressed in terms of the electric and magnetic 
field strengths E and B in the usual way. E - iB and 
E + iB are the massless fields with helicity A = -1 
and A = + 1, respectively, as were considered above, 
and Eqs. (5.8a) are Maxwell's equations. From Eq. 
(5.13) and the transformation law (5.9) for Fpy, one 
checks that Ap(x) also transforms according to Eq. 
(5.9) up to a gauge transformation, with I = -1. 
l:py are then the generators of SL(2, C) in the (t, i) 
representation. 

An analogous statement holds for the spin-2 
(gravitational) potential, again I = -1. We refer 
the reader to Weinberg's paper20 for a detailed 
discussion of the gravitational potential. 
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APPENDIX: THE CONFORMAL GROUP OF 
SPACE-TIME IN QUANTUM FIELD THEORY 

The conformal group of space-time is compounded 
from coordinate transformations as follows: 

(a) inhomogeneous Lorentz transformations, 
(b) dilatations x~ = pXp, P > 0, 
(c) special conformal transformations21 

x~ = a-1(x)(xp - CpX2), 

where 
a(x) = 1 - 2ex + e2x2

• 

This is the largest continuous group which leaves the 
light cone invariant. The generators D of dilatation, 

21 They may be written as x~ = RteRxp, where R is the inversion 
Rxp = -xplx' and te stands for the translation x~ = xp + cp. We 
stress, however, that R does not belong to the proper conformal 
group. 
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Kp. of special conformal transformations, and Pp., 
M p.. of the Poincare group satisfy the following CR: 

[D, Pp] = iPp, 

[D, Mp..] = 0, 

[D, Kp] = -iKp, 

[Kp., K.] = 0, 

Here D is the representation of the little group (A4) 
whose generators are 15, Kp.' ~p. •. The translation 
which takes the point 0 of Minkowski space into x 
is tg:. Two choices of the representation of the little 
group (A4) seem to be of particular interest: 

(1) finite-dimensional representations with Kp. === 0 
and 15 = ill, 

[Kp, p.] = 2i(gp.D - Mp..), 

[Kl' Mp.] = i(glp.K. - gl.K,,), 

[Pl' M".] = i(gl"P. - glYP,,), 

(Al) (2) infinite-dimensional unitary representations 

[Md' M"y] = i(g)."M", - gK"Mly 

- glyM K" + gKyM )./l)' 

Note that the special conformal transformations do 
not transform momentum eigenstates into momentum 
eigenstates, since [Kp., Pp] does not commute with 
the momenta P p' The relation 

(A2) 

implies that the mass-squared spectrum contained in 
a unitary representation of SU(2,2) either covers 
(at least) a whole real semiaxis or consists of the zero 
point only. 

Let us now consider a (quantum) field which 
transforms according to a representation of the 
conformal group, i.e., 

(T(g)xMx) = S"p(g, X)Xp(g-lX). (A3) 

Here g acts on x as indicated in (a)-(c). 
The little group which leaves x = 0 invariant is 

given by dilatations, special conformal transforma­
tions, and homogeneous Lorentz transformations. As 
is seen from Eq. (AI), it is isomorphic to an inhomo­
geneous Lorentz group plus dilatations, i.e., 

(SL(2, C) ® {D}) . T4 • (A4) 

The "translations" T4 are the image of the special 
conformal transformations. Let the generators of 
this little group be denoted by 15, K", and ~/lY' 
respectively. By the standard theory of induced 
representations, one finds3 

P"x(x) = iop.X(x), 

M"yX(x) = {i(x"oy - xyap') + ~/lY}X(x), 
DX(x) = {-ixYoy + I5}X(x), (AS) 

K"X(x) = {i(2x"xya' - x 2a" 

+ 2ix·[g".15 - ~".]) + K,,}X<"'>. 

The action of finite transformations is given by Eq. 
(A3) with 

with Kp. ¥= O. 

We wish to make a comment on case (2) first. In this 
case, X(x) is an infinite component field. Recently, 
infinite-component field theories have been investi­
gated8 which have the following property: for fixed 
space-time coordinate x, x = 0, say, the components 
of the field span an irreducible representation space 
of the algebra of SU(2, 2). The representations used 
are the ladder representations. The auxiliary (index -) 
SU(2, 2) is, of course, not identical with the con­
formal group of space-time, as it does not act on the 
space-time coordinates. On the other hand, let us 
assume that the conformal structure of space-time 
reflects itself in the fact that the fields X(x) form a 
representation space for the algebra of the conformal 
group of space-time. The resulting little group which 
acts on the indices only is then smaller than SU(2, 2) 
and is given by (AS). However, the result of the 
present paper tells us that the ladder representations 
of the above-mentioned index - SU(2, 2) remain 
irreducible when restricted to the subgroup (A4) , 22 

because this group contains an inhomogeneous 
Lorentz group. Thus, the conformal structure of 
space-time provides a new motivation for using fields 
that transform according to a reducible representation 
of the "spin" - SL(2, C). Moreover, for a special 
choice of representations of the little group (A4) 
(corresponding to K/lK" = 0), we arrive at precisely 
the same reducible representations of the "spin" -
SL(2, C) as have been used previously with the H 
atom as motivation. 

Case (1) has been investigated in some detaiI.1-6 
Here we have to do with ordinary finite-component 
fields. This is the case which we discussed in Sec. S. 
It is seen from Eq. (AS) and the CR of ~"., Kp.' b 
that we must have 15 = cl, K" = 0, if ~/l' form an 
irreducible representation of the SL(2, C) algebra. 
This is a consequence of Schur's lemma. 

•• They are, however, not quite the only representations of 
SU(2, 2) with this property. L. Castell [Nuc1. Phys. 84, 343 (1967)] 
has shown that the same is true for some other discrete degenerate 
representations. They belong to K"K" ¥ 0 and spin O. The unitary 
ray representations of the group (AS) have been investigated by U. 
Ottoson, Arkiv Fysik 33,523 (1967). The authors are grateful to Dr. 
L. Castell for helpful discussions on this and related points. 
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. We ~onsider the pr?blem of obtaining the matrices that represent finite group elements in unitary 
Iffeduclble represe.nta!lons of the gr<;>up 0(2, ~), in a basis in which the "noncompact" generator of an 
0(1,1) subgroup IS diagonal. The discrete senes of representations is treated and expressions obtained 
for the matrix elements of group elements belonging both to the 0(2) subgroup and the other 0(1, 1) 
subgroup. 

INTRODUCTION 

A detailed study of the structure and properties of 
the representations of the group 0(2, 1) is of consider­
able importance in connection with the current uses 
of noncompact group representations in elementary 
particle physics. Of these uses we may mention here 
the theory of infinite-component wave equations and 
of dynamical and noninvariance groups,l the develop­
ment of various types of partial wave expansions at 
fixed momentum transfer,2 and the representations of 
local current algebras.3 Among the semisimple non­
compact Lie groups, the group 0(2, I) is the simplest 
to study; at the same time it is contained as a subgroup 
in every other semisimple noncompact Lie group. In 
this respect, its position is similar to that of the three­
dimensional rotation group among all compact semi­
simple Lie groups. 

The group 0(2, 1) has the same Lie algebra as the 
group SU(l, I) of pseudounitary complex matrices 
in two dimensions, the homomorphism from the 
latter to the former being two-to-one. All the single­
valued nontrivial unitary irreducible representations 
(UIR's) of SU(l, 1) were determined a long time ago 
by Bargmann.4 These UIR's are all infinite-dimen­
sional. The method used by Bargmann was to first 
determine all the Hermitian irreducible representa­
tions of the Lie algebra of SU(1, 1), and then explicitly 

1 See, for instance, "Session on Infinite Representations of 
Particles" in Proceedings of the 1967 International Conference on 
Particles and Fields, University of Rochester, Rochester, N. Y. 
(Interscience Publishers, New York, 1967). 

Z M. Toller, CERN Preprints TH 770 and 780, 1967. 
3 H. Bebie and H. Leutwyler, Phys. Rev. Letters 19, 618 (1967); 

M. Gell-Mann, D. Horn, and J. Weyers, Proceedings of the .Inter­
national Conference on Particle Physics, Heidelberg, September, 
1967. 

• V. Bargmann, Ann. Math. 48, 568 (1947). Other recent papers 
on this group include: A. O. Barut and C. Fronsdal, Proc. Roy. Soc. 
(London) Al87, 532 (1965); A. Kihlberg, Arkiv Fysik 30,121 (1965); 
W. J. Holman III and L. C. Biedenharn, Ann. Phys. 39, 1 (1966); 
N. Mukunda, J. Math. Phys. 8, 2210 (1967); 9, 417 (1968); J. G. 
Kuriyan, N. Mukunda, and E. C. G. Sudarshan, J. Math. Phys. 
9, 2100 (1968); A. O. Barut and E. C. Phillips, Commun. Math. 
Phys. 8, 52 (1968). 

demonstrate that to each such representation there 
did correspond a UIR of the entire group. This 
analysis was carried out in a basis in the representation 
space, in which the generator of the compact subgroup 
0(2) of 0(2, 1) was diagonal. The spectrum of 
eigenvalues of this generator is discrete and any two 
eigenvalues in a given UIR differ by an integer. 
Bargmann also determined, in this basis, the matrices 
that represent finite elements of the group. Analogous 
to the Eulerian decomposition of rotations in three­
dimensional space, each element of 0(2, I) can be 
written as a product of three elements, the first and 
third belonging to the compact subgroup 0(2), the 
second belonging to a noncompact subgroup 0(1, I). 
Consequently, the problem of computing the matrix 
that represents an arbitrary element of the group, 
in the above-mentioned basis, reduces to that of 
computing the matrix that represents an arbitrary 
element of a given O( I, I) subgroup of 0(2, I). The 
resulting matrix elements are closely related to the 
d-functions of angular-momentum theory. 

Elsewhere, we have examined the structure of the 
UIR's of 0(2, 1) in a basis in which the (hyperbolic) 
generator of an 0(1, I) subgroup is diagonalized.5 

Our considerations were essentially restricted to the 
Lie algebra, and the manner in which the generators 
act in this "noncompact" basis was elucidated. The 
spectrum of such a noncompact generator always 
consists of the entire real line and the corresponding 
eigenvectors are nonnormalizable "ideal" vectors. 
The UIR's of SU(I, 1) can be broadly separated into 
two kinds, the discrete and the continuous; each of 
these can be further split up into various subclasses. 
These two kinds of UIR's can be very simply character­
ized in the following manner: in every UIR of the 
discrete kind, the 0(1, 1) generator possesses one 
eigenvector for each eigenvalue, while in every UIR 

• N. Mukunda, Ref. 4. We shall refer to the first of these papers 
as (A). 

2086 
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of the continuous kind, it possesses two linearly 
independent eigenvectors for each eigenvalue.6 

We here extend the above-mentioned work and 
determine explicitly the "matrices" that represent 
finite elements of SU(l, 1) in a noncompact basis in 
which an 0(1, 1) generator is diagonal. Let us refer 
to the three independent elements of the Lie algebra 
as Jo, J1 , and J2 , where the first one is the generator 
of the 0(2) subgroup, while the last two are the two 
independent 0(1, I) generators. We shall compute 
the matrices that represent elements on the two one­
parameter subgroups generated by Jo and J1 , respec­
tively, in a basis with J2 diagonal. It is obvious that, 
if an element in 0(2, 1) can be written in either the 
form ei{J2eivJ'e'{'J2 or the form eil;J2ei/lJoeirJ., then 
its representative matrixinthenoncompact basis would 
be particularly simple. It is interesting to note that 
the sets of elements which can be expressed in these 
two ways are mutually exclusive (except for the case 
v = t-t = 0), and, taken together, they do not exhaust 
the entire group. That is to say, there is a set of group 
elements which cannot be expressed in either of the 
two ways given above. To compute their representa­
tive matrices, one could go back to the "Euler" 
decomposition valid for all elements and then express 
their matrices essentially as the product of two 
matrices representing elements of the type ei/lJ ° 
together with an integration over a complete set of 
eigenstates of J2 • 

As we have said earlier, there is a characteristic 
difference in the eigenvalue and eigenvector structure 
of J2 in the discrete UIR's, on the one hand, and the 
continuous UIR's, on the other. The former are in 
one sense more simple, and in another sense more 
complicated, than the latter. They are more simple 
because in them J2 possesses only one eigenvector 
corresponding to each eigenvalue. They are more 
complicated in that their "natural" realizations in 
function spaces involves Hilbert spaces of analytic 
functions or boundary values of analytic functions, 
whereas the continuous UIR's can be "naturally" 
realized in Hilbert spaces of functions which are 
square-integrable (L 2 ) over a suitable domain. 7 

Consequently, it is natural to consider these two 
cases separately, In the present paper, we consider 
the discrete UIR's, and in a succeeding one we deal 
with the continuous UIR's, treating both non­
exceptional and exceptional types. Some of the results 
of this paper, namely, the matrices representing the 

• The more familiar distinction between the discrete and the 
continuous VIR's is the statement that in the former the quadratic 
Casimir invariant is quantized, while in the latter it can assume a 
continuous set of values. 

7 See, for instance, V. Bargmann, Ref. 4. 

elements ei/lJo in the discrete UIR's, have been 
obtained recently by Barut and Phillips.s However, 
since the methods of derivation are somewhat dif­
ferent and so as not to destroy the continuity of the 
presentation, these results are included in this paper. 

In Sec. 1, we review briefly the structure of the group 
SUO, 1) and its Lie algebra and then go on to deter­
mine the sets of elements decomposable in one of the 
two forms given earlier. In Sec. 2 we determine the 
matrices of the elements e;·J, in the basis with J2 

diagonal; Sec. 3 is devoted to the identical problem 
for the elements ei/lJo. It is convenient to work in a 
specific realization of the discrete UIR's and we 
choose the one given by Gel'fand et 01.9 This allows a 
uniform treatment of all the single-valued discrete 
UIR's of SU(1, 1), i.e., Dt, for k = !, I, t, ... , in 
the notation of Bargmann. We will consider only 
D: in detail, the results for D; being obtained from 
these essentially by complex conjugation. 

Note Added in Proof: After completion of this paper, 
the book Special Functions and the Theory of Group 
Representations, by N. J. Vilenkin (American Mathe­
matical Society, Providence, Rhode Island, 1968), 
has come to the author's attention. The problems 
treated in this and the following paper are also 
considered in Chap. VII of this book. 

1. PARAMETRIZATION OF GROUP ELEMENTS 

Elements of the group SU(1, I) are in one-to-one 
correspondence with two-dimensional complex pseu­
dounitary matrices in the following way: 

g -+ (OC (3), locl2 _ 1f31 2 = 1. (1.1) 
f3* oc * 

The Lie algebra of SU(1, 1) is spanned by the three 
elements Jo, J1 , J2 obeying the following commutation 
rules: 

-;[10,11] = 12 , 

-;[10 ,12] = -J1 , (1.2) 

-;[11 ,12] = -10' 

In every UIR of SU(l, 1), the J's are linear self­
adjoint operators and the Casimir invariant Q, 

(1.3) 

becomes equal to a real multiple of the identity 
operator. The matrices representing the generators J j 

and the one parameter subgroups ei/l Jo , eivJ, , and 

• A. O. Barut and E. C. Phillips, Ref. 4. 
9 I. M. Gel'fand, M. I. Graev, and N. Ya. Vilenkin, Generalized 

Functions,(Academic Press Inc., New York and London, 1966), 
Vol. 5, Chap. VII. 
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ei{J 2, in the defining two-dimensional representation 
of SU(I, I), have been listed in (A). 

From (l.l) it is evident that a simple way to 
parametrize the elements of SU(I, I) is to introduce 
three real variables ~, cp, "P in the following way: 

ex = cosh ~ . ei~, {3 = sinh ~ . ei
1i'. (1.4) 

If we choose their ranges to be 

o ::; ~ < 00, -TT < cp, "P ::; TT, (1.5) 

we certainly obtain all the group elements. In order 
to obtain them just once each, we restrict "P to be 
zero when ~ vanishes. (This parametrization is trivially 
related to the Euler-type decomposition.5) So we may 
write an element g of SU(1, 1) as 

g = g(~, cp, "P). (1.6) 

Let us now consider the set of elements ka, v, n, 
where 

k({, v, n = e;{JzeivJleWJZ. (1.7) 

Each such element ka, v, n is equal to a g(~, cp, "P) 
for some set of values of~, cp, "P. We wish to determine 
what part of the domain of variation of ~, cp, cp is 
covered by considering the elements k(L v, n as 
each of the parameters ~, v, " varies independently 
from - 00 to + 00. To discover this, all that has to 
be done is to equate the two-dimensional matrix 
representing the element in (1.7) to that representing 
the element in (1.6) and to solve for ~, cp, and "P' One 
can check easily that the range of ~, cp, "P that is 
covered is symmetric under reflections in the cp and 
"P axes separately, i.e., under "P -+ -"P and cp -+ -cp. 
It is, therefore, sufficient to consider the region 
o ::; cp, "P ::; TT. One then finds that, for each value of 
~, the values of cp and "P attainable by elements of 
the form k(~, v, n are bounded by a curve determined 
by ~: 

o ~ cp ~ CPo = sin-1 tanh~, CPo < TT/2, 

- [1 - sin2 cp coth2 ~]! ::; cos "P 

::; + [1 - sin2 cp coth2 ~]!. (1.8) 

This can be represented as in Fig. I; the shaded region, 
together with its reflections in the .p and tp axes, 
consists of the set of elements of the form k({, v, n. 
It is interesting to note, among other things, that this 
region does not contain any nontrivial element of the 
form eiflJO • 

Next we consider the set of elements h(t fl, ~'), 
defined as 

(1.9) 

'. lT/2 TT 
-0 

FIG. I : ELEMENTS OF THE FORM ~d~, )/, ~.). 

( (/)0' Sin' tanh ~) 

It is clear that this region and that covered by the 
elements ka, v, n must be nonoverlapping since, 
as we remarked earlier, the latter does not contain 
any nontrivial element of the form eiflJ o• As before, one 
can check that the region involved is symmetric under 
both replacements cp -+ -cp, "P ---+ -"P, and one may 
restrict oneself to the domain O::;.p, "P::; TT. A 
routine analysis then shows that the area covered by 
the elements h({, /1, n is bounded in the following 
way: For each value of ~, all values of cp are attainable, 
while for given ~ and cp, "P is constrained by the 
following inequalities: 

max (0, 1 - sin2 cp coth2 ~) ~ cos2 "P 

::; min (l, cos2 cp coth2 ~). (1.10) 

(Note that these limits on cos2 "P are always com­
patible.) Thus, for cp lying either in the range 0 to 
sin- l tanh ~ or in the range TT - sin-l tanh ~ to TT, 
cos2 "P is bounded below by 1 - sin2 cp coth2 ~; and 
for cp in the range 1TT - sin-l tanh ~ to iTT + 
sin-l tanh ~,COS2 "P is bounded above by cos2 cp coth2 1;. 
This region can be depicted as in Fig. 2; to the shaded 
region must be added those obtained by the reflections 
cp -+ -cp, "P ---+ -"P in order to exhibit all the elements 
of the form h({. fl. r). 

From these considerations it is clear that, as far as 
elements of the two forms ka, v, n and h(~, fl', n 
are concerned, their representative matrices in a 
basis wherein J 2 is diagonal reduce essentially to 
those for the elements eivJ1 and eillJo , respectively 
(and these will be computed in the following sections). 
However, if we have an element g E SUO, 1), which 
is not of one of these two forms. the computation of 
its representative matrix involves more work. In 
principle, we could express such an element as 

(1.11) 

and the regioQ in the I;,.p, "P space covered by them. (which is actually a form valid for all elements g). 
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FI G. 2 : ELEMENTS OF THE FORM 1. (~, )J, ~j. 
( 0. = Sin-I fanh ~) 

Then the matrix representing g appears as the integral, 
over intermediate eigenstates of 12, of the product 
of the matrices corresponding, to ei/lJ 0 and ei/l' J 0, 

together with the factor eiCJ., which, of course, reduces 
to a "plane wave." In this paper, we shall not compute 
the matrix corresponding to such a general element g. 

1. MATRICES OF 0(1, 1) TRANSFORMATIONS 

The single-valued discrete UIR's of SU(l, I) are 
generally denoted by Dt and D;, k running over the 
values t, I, t, ' . '. Both in Dt and in D;, the 
Casimir invariant Q takes on the value k(1 - k). 
However, in the former, the spectrum of 10 consists 
of the numbers k, k + I, k + 2, ... , while in the 
latter it consists of the numbers -k, -k - I, 
-k - 2, .. '. The representation D; is essentially 
the complex conjugate of Dt, and the same is then 
true for the representation matrices. We may, there­
fore, restrict ourselves to the UIR's of type Dt only. 
Note that k and the eigenvalues of 10 are simultane­
ously integral or simultaneously half-odd integral. 
Except for the fact that, at certain points, the case 
k = t has to be treated separately, the actual calcula­
tion of representation matrices goes through in a 
uniform manner for all k.l0 

In the UIR Dt, the spectrum of the operator 12 
consists of the entire real line, and, as stated in the 
Introduction, there is just one eigenvector for each 
eigenvalue.ll Thus we may introduce a basis in the 
following way: 

J 2 /k+;p) = p /k+;p), 

(k+;p'l k+;p) = b(p' - p), 

- 00 < p, p' < 00. (2.1) 

10 Recall that the VIR's Df are not needed in the Plancherel 
(ormula for SU(I, I), whereas the remaining discrete VIR's are 
needed. 

11 For details, see (A). 

(Note that, in contrast to the generator 10, the range 
of the eigenvalues of 1z is independent of k.) In this 
basis, the one-parameter subgroups generated by 11 
and 10 are represented by "matrices" with the con­
tinuous variables p' and p playing the role of row and 
column indices. We define 

(k+; p'l eivJ, Ik+; p) = :F(k+l(p', p; v), 

(k+; p'l ei/lJo Ik+; p) = g(k+l(p', p; fA). (2.2) 

In this section, we deal with the determination of the 
functions :F; in the next we deal with g. 

The function :F obeys the following second-order 
differential equation with respect to the variable VIZ: 

[
dZ d 
-2 + coth v - + k(l - k) 
dv dv 

+ p,2 + pZ - 2p'p cosh v] ",,(k.d( , .) = 0 
• 2 :r p , p, v . 

smh v 
(2.3) 

This equation possesses two linearly independent 
solutions which we shall call CPl and cpl3: 

CPl(k; p', p; v) 
= (coshzlvy(v'+vI/2(sinh21vy(v'-vl/z 

X F(k + ip', 1 - k + ip'; 1 + ip' - ip; -sinhZtv), 

¢>2(k; p', p; v) 
= (cosh2 !vy(v+V'1/2(sinh2lvy(~v'1/2 

x F(k + ip, 1 - k + ip; 1 + ip - ip'; -sinh2 tv), 

CP2(k; p', p; v) = CPl(k; p, p'; v) = ¢>1(k; p', p; v)* 

(2.4) 

(where F is the hypergeometric function). :F is a 
linear combination of these two solutions. To deter­
mine it, we turn to the specific realization of the 
UIR's Dt as given by Gel'fand et aP 

The Hilbert space Jek , in which the UIR Dt will be 
set up, consists of functions I(x), which are boundary 
values on the real axis of functions that are analytic 
in the upper half-plane, and for which the inner 
product is defined in the following way for k = t: 

(h,f)! = (21T)-IL:dXh(X)*/(X); 

for k > 1 we have 

(h,Jh = 1T e dx' dxh(x')*(x' _ X)2k-2 
(2 r 2 

-i1Tk foo foo 
r(2k - 1) -00 -00 

x In (x' - x - ie)f(x). (2.5) 

12 This may be derived by using, for example, the methods 
described by J. F. Boyce, R. Delbourgo, A. Salam, and J. Strathdee, 
"Partial Wave Analysis (Part I)," ICTP Preprint ICJ67/9, Trieste, 
1967. 

13 Note that both functions "'1 and "'. are, by definition, even 
functions of v. 
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If we pass to the Fourier transforms of f(x) and hex) asymptotic behavior.15 From (2.10) we obtain 
defined via 

(2.6) 

then the scalar product has a uniform appearance for 
all k: 

(h,fh = i~ d).).1-2kh(A)*j(A). (2.7) 

I n the U IR Dt, the element g, corresponding to a 
matrix as in (1.1), is represented by a unitary operator 
U(g) which acts on any vector f E .lCk as foJlowsl4 : 

[U(g)fl(x) = (IXr + f3r - (lXi + f3Jxr 2k 

X f(lXi - f3i + (IXr - f3r)X). (2.8) 
IXr + f3r - (lXi + f3i)X 

(rxr and lXi are the real and imaginary parts of IX, 
similarly for f3.) 

We can now use Eq. (2.8) to determine the normal­
ized eigenfunctions of J2 , corresponding to the kets 
defined in (2.1). They turn out to be 

Ik+; p) -+ Tp(x) = (277Y!e-hlT jr(k + ip)1 (x + iErk-iV, 

rpp(A) = (27T)-~ei[~h)-hlT1Ak+iP-\ (2.9) 

'YJk(P) = arg r(k - ip). 

Employing these explicit expressions and using (2.8), 
we can write down an integral representation for the 
matrix :F. We have 

:F(k+)(p', p; v) = (27T)-2ei[hlT-~k(p')1-iplT jr(k + ip)1 

x roodU-k-iP'Joo dxe- iAx 

Jo -00 

x (cosh tv - (x + iE) sinh tvr2k 

X (X cosh tv - sinh tv + iE)-k-iP. 
cosh tv - x sinh tv 

(2.10) 

In this expreSSIOn, the iE's have been retained to 
remind us that in x space the functions we are dealing 
with are boundary values of functions analytic in the 
upper half-plane. Now, rather than explicitly evaluate 
this integral, it is much easier to compute the asymp­
totic value of :F as, say, v -+ + 00, and then find out 
what linear combination of CPl and CP2 reproduces this 

14 In Ref. 9, the formulas are appropriate to a discussion of the 
group SL(2, R). We have transcribed them so as to express things 
in the language of the group SU(I, I). These two groups are, of 
course, isomorphic. Note that the parameter S in Ref. 9 is related 
to our k via S = 1 - 2k. 

jr(k + ip')r(k + ip)1
4

k -kv 
X e . (2.11) 

r(2k) 

(Note that the asymptotic form of :F as v -+ - 00 is 
different from the one above.) After some algebra, 
we find that the proper linear combination of CPl and 
CP2 for v ~ 0 is the following: 

:F(k+)(p', p; v) 

= eh (p-p')(27T)-1 

X [ei[~k(P)-~k(p')]r(ip - ip')CPl(k; p', P; v) 

+ ei[~,,(p'Hk(ll)]r(ip' - ip)CP2(k; p', p; v)]. (2.12) 

For negative values of v, one may either obtain the 
asymptotic form from (2.10) and repeat the procedure 
described above or, more simply, one may use the 
formula 

:F(k+)(p', p; v) = [:F(k+)(p, p'; -v)]*, (2.13) 

which follows from the unitarity of the operator 
U(eivJ,

). One then obtains, for v ~ 0, 

:F(k+)(p', p; v) 

eh(p'-p) '. ' 
= 271 [e'[~hHk(P )]r(ip - ip')CPl(k; p', p; v) 

+ ei[~I,(JJ'J-~k(JJ)lr(ip' - ip)CP2(k; p', p; v)]. (2.14) 

This completes the evaluation of the "matrix elements" 
of the operator U( eivJ 1) in the basis with J2 diagonal. 
One may check from (2.12) and (2.14) that, as v -+ 0 
either via positive or negative values, one has the right 
boundary value for :F: 

lim :F(k+)(p', p; v) = b(p' - p). 
\'-0 

The identity needed to establish this is 

lim a-I sin aR = 71b(a). 
R~oo 

(2.15) 

(2.16) 

Combining (2.11), (2.12), and (2.14), we can express 
the behavior of :F as v -+ ± 00 in the single formula 

:F(k+)(p', p; v) 

_ e±h(p-p') jr(k + ip')r(k + ip)1
4

k
e
-k IVI. 

V_± 00 27T r(2k) 

(2.17) 
15 For details concerning the hypergeometric functions, see, for 

instance, Higher Transcendental Functions, A. Erdelyi, Ed. (McGraw­
Hill Book Co., New York, 1953), Vol. I, Chap". II; N. N. Lebedev 
Special Functions and their Applications (Prentice-Hall, Inc. 
Englewood Cliffs, N.J., 1965). 
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We denote the corresponding "matrix elements" 
of eivJJ in the VIR D; by :F(k-l(p', p; v). These may 
be taken to be just the complex conjugates of 
:F(k+)(p',p; v) together with a change in the sign of v. 
However, from (2.12) and (2.14), we see that the latter 
functions are real. Hence, we have 

(2.18) 

3. MATRICES OF 0(2) TRANSFORMATIONS 

We now turn to the evaluation of the matrix 
elements of eipJ 

0 namely, the functions ~(k+'(p', p; fL). 
Similar to (2.3), one can establish the following 
differential equation for rl12 : 

-. + cotfL- - k(l - k) [ 
d2 d 

dfL~ dfL 

+ p p - p p cosfL (O>(k+'( , p' ) = 0 
• 2 ~ p, ,fL . 

,2 + 2 2' ] 

sm fL 

(3.1) 

Let us define two linearly independent solutions "PI 
and "P2 to beI6 

"PI(k; p', p; fL) 

= (cos2 tfL)!;(P'+P'(sin2 tfL)!;(P'-p, 

X F(k + ip', 1 - k + ip'; 1 + ip' - ip; sin2 tp), 

"P2(k; p', p; fL) 

= (cos2 tfL)!;(P+P')(sin2 tfL)!;(P-P') 

x F(k + ip, 1 - k + ip; 1 + ip - ip'; sin2 tfL), 

"P2(k; p', P;fL) = "PI(k; p, P';fL) = "PI(k; p', P;fL)*· 

(3.2) 

Then, ~ is a certain linear combination of "PI and "P2' 
Let us now use the realization of the VIR's Dt 

described in the previous section. We can show quite 
easily that 

(3.3) 

which is essentially what we would expect to find. 
Using this result, we can show that 

~(k+)(p', p; 1T + fL) = eilTk~(k+)(p', -P;fL). (3.4) 

This means that it suffices to compute ~ for the 
range 0 ~ fL ~ 1T; its values elsewhere can be obtained 
by use of (3.4). Analogous to (2.10), we can write 

18 Both '1'1 and '1', are, by definition, even functions of p. 

down an integral representation for ~: 

~(k+)(p', p; fL) = (21T)-2ei lh"-IIh')]-h" If(k + ip)/ 

x f<xo dAA-k-iP'joo dxe-il '" 

Jo -00 

x (cos tfL - (x + ie) sin tfLr2k 

x 2 2 + ie 
(

X cos 11' + sin 1fL )-k-iP 

cos tfL - x sin tfL 
(3.5) 

We could now use this representation to extract the 
"asymptotic behavior" of ~; but this time, we have to 
go outside of the group to do this. Guided by the fact 
that the factors appearing on the right-hand side of 
(3.5) are boundary values for real x of functions 
analytic in the upper half-plane, we make cos tfL and 
sin tfL go to infinity in the following way: 

cos tfL = A, sin tfL ~ + iA, A -.. + 00. (3.6) 

This analytic continuation corresponds to the follow­
ing: We start with a "sensible" value of fL in the range 
0< fL < 1T, such that 0 < A < 1. We now make A 
go to infinity along the positive real axis avoiding, 
however, the point A = 1 by making a smaIl detour 
into the lower half of the complex plane around 
A = 1. This specifies the way in which sin tfL is to 
be continued and is such that the functions of x 
appearing on the right-hand side in (3.5) always have 
singularities only in the lower half-plane. With this 
prescription, (3.5) yields 

~(k+)(p', p; fL) ---).) ~ If(k + ip')f(k + ip)1 A-2k 
A_+ 00 21T r(2k) . 

(3.7) 

As before, we can now determine the proper linear 
combination of the functions "PI and "P2 that will 
reproduce this asymptotic behavior.Is In this way 
we find, for 0 ~ fL ~ 1T, 

e!o-(p'-pI 
~(k+I(p', p; fL) = ei['Ik(pl-IIk(P'I] 

21T 

x r(ip - ip')"PI(k; p', P;fL) 

+ (21TrIe!u(jJ-P"ei ['It(P"-'It(P)] 

x r(ip' - ip)"P2(k;p',P;fL). (3.8) 

At the limiting values fL = 0 and 1T, we recover the 
expected boundary values of ~: 

g(k+l(p', p; 0) = b(p' - p), 

~(k+l(p', p; 1T) = eiO'kb{p' + p). (3.9) 

To evaluate ~ for other values of fL, we now use (3.4). 
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We obtain, for rr ~ I-' ~ 2rr, 

g(k+)(p', p; 1-') = ~"ik(2rr)-leh(p-p')ei[~'(P)-~k(P')] 

X r(ip - ip')V'l(k; p', P;I-') 
+ e2Fik(21Ttleh(p'-P)ei[~k(P')-~'(:P)] 
X r(ip' - ip)V'2(k; p', p; 1-'). (3.10) 

This completes the evaluation of g for the cases when 
k is integral, for then the relevant range of I-' is just 
o ~ I-' ~ 2rr. For the cases when k is half an odd 
integer, we need only realize that increasing I-' by 2rr 
amounts to an over-aU sign change ofg in such VIR's. 

Last of all, we evaluate the g functions for the UIR's 
D;. These are just complex conjugates of what we 
have obtained above. So, for 0 ~ I-' ~ rr, we find 
g(k_)(p', p; 1-') = (2rrrleh(p-p')ei[~k(P)-~k(P')] 

X r(ip - ip')V'l(k; p', p; 1-') 
+ (2rr)-le*"(P'-P)ei[~'(P')-~k(PI] 
x r(ip' - ip)V'2(k; p', p; 1-') 

and, for rr ~ I-' ~ 2rr, 

x r(ip - ip')V'l(k; p', p; 1-') 

x r(ip' - ip)V'2(k; p', p; 1-'), (3.11) 

It is interesting to see that, whereas the spectra of the 
noncompact generators J t , J2 , [but not the matrices 
representing the 0(1, I) elements eivJ ,] do not 
distinguish between the two kinds of discrete UIR's 
Dt and D;, there is a characteristic difference in the 
matrices representing the elements ei/lJo of the compact 
0(2) subgroup. Such a difference is definitely expected, 
because the generator Jo has different eigenvalues in 
the two cases. 
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The representation matrices in a noncompact basis for finite elements of the group 0(2, 1) are deter­
mined in the continuous classes of unitary irreducible representations. Integral as well as half-integral, and 
exceptional as well as nonexceptional, representations are treated. 

INTRODUCfION 

In the previous paper,l referred to hereafter as I, 
we have determined the matrices that represent finite 
elements of the three-dimensional Lorentz group 
0(2, I) in any unitary irreducible representation 
(UIR) of the discrete classes, and in a basis in which 
a "noncompact" (hyperbolic) generator of an 0(1, I) 
subgroup is diagonal. Here we carry out a similar 
determination of the representation matrices in the 
remaining classes of UIR's, namely, the continuous 
nonexceptional and the continuous exceptional classes. 

In any nontrivial UlR of 0(2,1), the generator of 
the 0(1, 1) subgroup has a continuous spectrum, 
every real number appearing as an eigenvalue. Corre­
spondingly, the eigenvectors are all nonnormalizable, 
In the discrete class VIR's there is just one eigenvector 

, N. Mukunda, J. Math. Phys. 10,2086 (1969), preceding paper. 
See this paper for fu~er references. 

corresponding to each eigenvalue, while in the con­
tinuous class UIR's there are two linearly independent 
eigenvectors for each eigenvalue. The determination of 
representation matrices that was carried out in (I) 
suffers from the inherent ambiguity that results from 
the freedom to change at will the relative phases of the 
orthonormal eigenvectors of the noncompact 0(1, I) 
generator. We therefore chose to carry out the calcu­
lations using a specific realization of the VIR's 
involved. In the UIR's of the continuous classes, this 
type of ambiguity is increased because we have two 
independent eigenvectors for each eigenvalue of the 
hyperbolic generator, and one is therefore free to 
make two-dimensional unitary transformations mixing 
the pair of eigenvectors that go with each eigenvalue; 
one could go even further and make these transforma­
tions dependent on the eigenvalue. We resolve this am­
biguity by once again working with specific realizations 
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the freedom to change at will the relative phases of the 
orthonormal eigenvectors of the noncompact 0(1, I) 
generator. We therefore chose to carry out the calcu­
lations using a specific realization of the VIR's 
involved. In the UIR's of the continuous classes, this 
type of ambiguity is increased because we have two 
independent eigenvectors for each eigenvalue of the 
hyperbolic generator, and one is therefore free to 
make two-dimensional unitary transformations mixing 
the pair of eigenvectors that go with each eigenvalue; 
one could go even further and make these transforma­
tions dependent on the eigenvalue. We resolve this am­
biguity by once again working with specific realizations 



                                                                                                                                    

FINITE LORENTZ TRANSFORMATIONS IN NONCOM PACT BASIS. II 2093 

of the VIR's involved. The choice of eigenvectors is 
motivated by simplicity in these realizations, and the 
representation matrices we compute may differ from 
alternate computations by a transformation of the 
type described above. 

We shall actually consider single-valued VIR's of 
the group S U(1, 1), which amounts to considering 
both single- and double-valued VIR's of 0(2, 1); 
these are generally the VIR's relevant in physical 
applications where the 0(2, 1) group often appears as 
a subgroup of a larger group like 0(3, 1). In Sec. 1, 
we set up the notation, and then consider the con­
tinuous nonexceptional VIR's of integral type. Section 
2 deals with the continuous VIR's of half-integral type 
and the concluding Sec. 3 with the continuous VIR's of 
the exceptional interval. 

1. NONEXCEPTIONAL INTEGRAL VIR'S 

The continuous class VIR's of SU(I, 1) break up 
into three types: (i) the integral nonexceptional type, 
wherein the quadratic Casimir invariant Q lies in the 
range 1 :::;; Q < 00 and the compact 0(2) generator 
Jo has all integers from minus to plus infinity for 
eigenvalues; (ii) the integral exceptional type, wherein 
o < Q < 1 and the generator Jo has the same eigen­
values as in type (i): and (iii) the half-integral type, 
with 1 < Q < 00 and Jo having all half-odd integers 
for eigenvalues. Conventionally, types (i) and (ii) 
are together denoted as C: with q > 0 being the value 
of Q, and type (iii) is denoted as C: ,q > 1. Elsewhere 
we have shown how one can diagonalize the hyper­
bolic generator J2 in VIR's of types (i) and (ii).2 A 
straightforward extension of those methods accom­
plishes the same purpose in VIR's of type (iii). 

In every one of these VIR's we can introduce a 
basis of eigenvectors of the 0(1, 1) generator J2 • We 
shall have to use slightly different notations in the 
nonexceptional VIR's (integral as well as half-integral), 
on the one hand, and the exceptional VIR's, on the 
other. For the nonexceptional cases, we shall set 

Q = 1 + S2, (1.1) 

with 0 :::;; s < 00 for the integral case and 0 < S < 00 

for the half-integral case. We refer to the eigenvalues of 
J2 by p, p', ... , and use the letters a, b, ... (taking 
the values + and -) to distinguish the two eigenvec­
tors for each eigenvalue. Thus the basis vectors for a 
nonexceptional integral VIR will be 

Is, O;p, a), s~O, -oo<p<oo, 
a = +, -, (1.2) 

and they obey the following equations: 

Jzls, O;p, a) = pis, O;p, a), 

(s, 0; p', b I s, 0; p, a) = b(p' - p)bba. (1.3) 

(The zero signifies the integral type.) For a non­
exceptional half-integral VIR, the basis vectors will be 

Is,t;p,a), s>O, -oo<p<oo, 

a = +, -, (1.4) 

and these obey equations analogous to (1.3). We 
define the representation matrices corresponding to 
the one-parameter subgroupseivJ1 and ei /. Jo as follows: 

(s, E; p', bl eivJ1 Is, E; p, a) = j'~~<)(p', p; 'P), 

(s, E; p', bl ei/lJo Is, E; p, a) = ~~:<)(p', P;Il), E = 0, t. 
(1.5) 

Jo is the "compact" 0(2) generator and J1 the other 
0(1, I) generator. 

Turning to the exceptional VIR's, here we write Q 
in the form 

Q = t - aZ
, 0 < a < t, (1.6) 

and the basis vectors as 

la;p, a), (a;p', b I a;p, a) = b(p' - p)bba' 

b, 0= +, -. (1.7) 

The representation matrices will be 

(a; p', bl ei
•
J1 la; p, a) = j'~)(p', p; 'P), 

(a; p', bl ei/lJo la; p, a) = g~)(p', p;,,). (1.8) 

For the functions defined in (1.5), one can establish 
second-order differential equations in 'J' and ".3 These 
are the same for both choices of E, and read 

- + coth 'J' - + - + s + 0....-_":-_-:=-'::""-__ [ 
dll dIll p,ll + pll - 2p' p cosh "J 
d'J'll d'J' 4 sinh! 'J' 

x j'~.)(p', p; 'J') = 0, (1.9a) 

[ 
d2 d 1 2 p,2 + p2 - 2p' p cos "] - + cot" - - - - s + !....---"----"-~--=-
dll2 dp 4 sin! " 

x ~':;')(p', p; ,,) = O. (1.9b) 

To conform with the conventions set up in I, we 
shall choose the linearly independent solutions of 

• For the method of derivation, see, for example, J. F. Boyce, R. 
I (a) N. Mukunda, J. Math. Phys. 8, 2210 (1967); (b) 9, 417 Delbourgo, A. Salam, and J. Strathdee, "Panial Wave Analysis 

(1968). (pan I)," ICfP Preprint IC/67/9, Trieste, 1967. 
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these equations to be the following: for (1.9a), 

eMs; p', p; v) 
= (cosh2 1vy(p'+v)/2(sinh2 1v)!i(P'-p) 

X F(l + is + ip',t - is + ip'; 

1 + ip' - ip; -sinh2 tv), 
~2(S; p', p; v) (LlO) 

= (coshZ tv)!i(I>+P')(sinh2 !v)!;(p-p') 

X FO + is + ip,l - is + ip; 

1 + ip - ip'; -sinh2 !lJ), 

~2(S; p', p; v) = ~l(S; p, p'; v); 

and, for (1.9b). 

"PI(S; p', p; fl) 
= (cos2 ~fl)!i(P'H)(sin2 tfl)t;(P'-p) 

X F(t + is + ip', t - is + ip'; 

1 + ip' - ip; sin2 tfl), 

"Pz(s; p', p; fl) (1.11) 

= (COSZ tfl)!i(P+p\sin2 tfl)!;(P-P') 

X FO + is + ip, ! - is + ip; 

1 + ip - ip'; sinz tfl), 

"Pz(s;P',P;fl) = "PI(s;P,P';fl)· 

Our aim is to express each of the .:F functions as linear 
combinations of ~I and ~z, and each of the § functions 
in terms of "PI and "Pz. In the remainder of this section, 
we do this for the UIR's of the continuous non­
exceptional integral type. 

Let us set up an explicit realization of these UIR's 
following the work in Ref. 2(a). We have a Hilbert 
space Je whose elements are pairs of functions of a 
real variable q running from - 00 to + 00: 

(1.l2) 

The scalar product of the vectors f and h is 

(1.13) 

The representation corresponding to a given value of 
s is specified adequately by stating the way the elements 
of the one-parameter subgroups act on f Letting g 
denote in turn the elements ei~Jo, eivJ1 , and eil'Jo, U(g) 
the corresponding unitary operator, and h = U(g)f, 
we get4 the following for g = eil;J2: 

(1.14) 

, These formulas are obtained by extending the method described 
in Ref. 2(a) from the Lie algebra to finite group elements. 

For g = eivJ
" v ;:::: 0 we have the following: 

For all q, h1(q) = (cosh v + cosh q sinh V)-H'fl(q'), 

ea' = (e
q + tanh tv)/(1 + eq 

tanh tv); (l.1Sa) 

for q ~ In coth 1v and for q ~ In tanh tv: 

hz(q) = (cosh q sinh v - cosh v)-1-iS.fr(q'), 

eq' = (e
q 

- tanh tv)/(eq tanh tv - 1); (USb) 

for In tanh tv ~ q ~ In coth tv: 

hz(q) = (cosh v - cosh q sinh V)-!-i'f2(q'), 

ea' = (e
q 

- tanh 1v)/(1 - e
q 

tanh tv). (USc) 

For g = eil'Jo, 0 ~ fl ~ 7T we have the following: 

For - 00 < q ~ In cot tfl: 
1 . 

hl(q) = (cos fl - sinh q sin fl)-'l-''fl(q'), 

ea' = (e
q + tan ifl)/(1 - ell tan tfl); (1.16a) 

for In cot tfl ~ q < 00: 

hl(q) = (sinh q sm fl - cos fl)-!-i'flq'), 

eq' = (e
q + tan tft)/(e

q 
tan tft - 1); (l.16b) 

for In tan lfl ~ q < 00: 

hz(q) = (cos ft + sinh q sin ftr!-i'f2(q'), 

eq' = (e
q 

- tan tft)/(1 + eq tan ift); (l.16c) 

for -00 < q ~ In tan tft: 

hz(q) = (-cos ft - sinh q sin ft)-i-i'fl(q'), 

eQ' = (tan tft - eQ)/(l + eq tan tft). (l.16d) 

Using these formulas, one can obtain the ones that are 
valid for the other ranges of v and ft. 

We choose the linearly independent eigenvectors of 
Jz in the following way: 

1 ( e
ipq 

) Is, O;p, ±) -- (47T)-'l ., ±e,pq (1.17) 

For the UIR's of the exceptional type, we will see that 
we have to choose the basis in this way; therefore, to 
make things as uniform as possible, we adopt the 
same basis in the present case also. With this, we can 
use (US) and (1.16) to express the .:F and § functions 
in the form of integrals over q. As an example, we have 

.:F~:)(p', p; v) 

= (47TrlL:dQe-iP·q(COSh v + cosh q sinh vr!-iS 

X ( e
q + tanh tv )iP 

1 + ell tanh tv 

+ (47T)-lL: dqe-iP'alcosh v - cosh q sinh vl-!-i. 

X I ea 
- tanh tv liP. 

1 - ell tanh tv 
(1.18) 
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Similar expressions for the other :F functions may be 
written down. We can now either explicitly evaluate 
these integrals and express them as linear combinations 
of rpl and rp2, or alternatively we may extract the 
asymptotic behavior, as v ~ co, of these integrals and 
then set up the appropriate linear combinations of 
rpl and rp2 to reproduce this behavior.5 The latter 
procedure is somewhat easier in the present case, and 
in this way we obtain the following results: 

v :2: 0: 

:F~';;O)(p', p; v) 

= (217r2r(! + ip' + is)r(! - ip - is)r(ip - ip') 

x [cosh 17(p + s) + ba cosh 17(p' + s) 
+ ib sinh 17(p - P')]rpl(S; p', p; v) 

+ (217)-2r(! - ip' + is)r(t + ip - is)r(ip' - ip) 

x [cosh 17(p - s) + ba cosh 17(p' - s) 

+ ib sinh 17(p' - P)]rp2(S; p', p; v), b, a = +, -; 
v ~ 0: 

:F~';;O)(p', p; v) = [:F~sbO)(P, p'; -v)]*. (1.19) 

One can check that these expressions, which have been 
obtained using the knowledge of their values for large 
v, have the proper boundary values for v = 0: 

(1.20) 

Turning next to the § functions, we give as an 
example the integral obtained for §++, in the range 
o ~ fl, ~ 17: 

§~:)(p', p; fl,) 

= (417)-1 L: dqe-iP'Q Icos fl, - sinh q sin fl,1-!-is 

X I eQ + tan !fl, liP 
1 - eQ tan!fl, 

+ (417)-IL:dqe-iP'QICOSfl, + sinh q sinfl,\-t-is 

x I eQ 

- tan ffl, liP. 
1 + e'l tan tfl, 

(1.21) 

Similar expressions for the other components of §ba 

can be written down. By changes of variable, these 
can be thrown into standard integral representations 
of the hypergeometric functions. The final expression 

• The necessary properties of the hypergeometric functions are 
contained in Higher Transcendental Functions, A. Erdelyi, Ed. 
(McGraw-Hili Book Co., Inc., New York, 1953), Vol. r. Also in 
N. N. Lebedev, Special Functions and Their Applications (Prentice­
Hall, Inc., Englewood Cliffs, N.J., 1965). 

of § in terms of "PI and "P2 is 

o ~ fl, ~ 17: 

§~';;O)(p', p; fl,) 

= (217)-2rct + ip' + is)r(l - ip - is)r(ip - ip') 

x [cosh 17(p' + s) + ba cosh 17(p + s) 
+ ia sinh 17(p - P')]"Pl(S; p', P;fl,) 

+ (217)-2rct - ip' + is)r(t + ip - is)r(ip' - ip) 

x [cosh 77{p - s) + ba cosh 17(P' - s) 

+ ib sinh 17(p' - P)]"P2(S; P', p; fl,), b, a = +, -; 
17 ~ fl, ~ 217: 

§~dO)(P', p; fl,) = [§~'bO)(P, p'; 217 - fl,)]*. (1.22) 

This completes the evaluation of the representation 
matrices for the VIR's of the integral nonexceptional 
class. From (1.22), we note that § assumes the follow­
ing values for fl, = 0, 17, and 217: 

§~';;O)(p', p; 0) = §~iO)(p', p; 217) = (3ba tJ(p' - p), 

§~';;O)(p', p; 17) = a(3batJ(p' + p), b, a = +, -. 
(1.23) 

As expected, in these VIR's the element e2uiJo IS 

represented by the identity operator. 

2. HALF-INTEGRAL VIR'S 

We treat in this section the VIR's of the continuous 
half-integral class. The corresponding representation 
matrices are defined in (1.5). They obey the same 
differential equations, namely (1.9), as do the func­
tions in the case of the continuous integral nonexcep­
tional class, so that we can still use the basic set of 
solutions written down in (1.10) and (1.11). Since the 
two kinds of VIR's, integral and half-integral, share 
the same spectrum properties for J2 and the same 
values for the Casimir operator Q, it will be interesting 
to see just at what point the representation matrices 
exhibit a difference. 

Let us first describe the construction of the VIR's 
C! analogous to the construction in the previous 
section.6 The Hilbert space Je and the definition of the 
inner product are the same as before, being given by 
Eqs. (1.12) and (1.13). Let the real function ~(q) be 
defined in the following way: 

Hq) = i In [Ceq + i)/(eq - i)], 

H-oo) = -17, ~(oo) = O. (2.1) 

Then, continuing to denote the vector U(g)! by h for 
various choices of the element g, Eqs. (1.14) and (1.15) 

• We have applied the technique given in Ref. 2(a) to the con­
struction of these UIR's as found in V. Bargmann, Ann. Math. 48, 
568 (1947). 
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are replaced by the following set: 

g = ei{J.: 

hl(q) = ehWH'H(a)~(q + '), 
h2lq) = eii[~(al-~(a+Cl1'2(q + ~); 

g = eiyJt, v ;;:: O. 

For all q we have the following: 

(2.2) 

hl(q) = etiWa'H(al](cosh v + cosh q sinh v)-t-i11(q'), 

ea' = (ea + tanh !v)/(l + eq tanh tv); (2.3a) 

for q ;;:: In coth tv: 

h2(q) = eli[~(a'lH(a)](cosh q sinh v - cosh v)-t-iSfl(q'), 

ea' = (eq 
- tanh t'v)/(efl tanh 1v - 1); (2.3b) 

for In coth 1v ;;:: q ;;:: In tanh tv: 

h2(q) = eti[~(ql-~(a'l](cosh v - cosh q sinh v)-t-i~.Mq'), 

ea' = (eq 
- tanh t,,)/(1 - eq tanh t"); (2.3c) 

forIn tanh 1'1' ;;:: q: 

h2(q) 

= _etiWa'lH(al](cosh q sinh" - cosh'l')-t-i'll(q'), 

ea' = (tanh iv - e4i)/(1 - eq tanh !'I'). (2.3d) 

For the case g = ei/lJo , it is not necessary to write out 
the expressions for hr(q) in detail, since the only 
change from the previous situation is that Eqs. (1.l6a)­
(1.16d) all acquire an extra factor ei /l/2 on the right­
hand side. 

With the help of (2.2), we choose the eigenvectors of 
J 2 in the following way: 

-t ( eiPCI-li~(a) ) 
Is,!; p, ±) - (41T) ±eiPCr+lis(al' (2.4) 

Using this explicit construction, we can once again 
write down the :F and g functions in the form of 
integrals. These turn out to be very similar to what 
we had previously, the same integrals appearing in 
different linear combinations. Omitting details, we 
quote the final expressions: 

"20: 
:F::;ll(p', p; 1') 

= (2'JT)-2r(! + ip' + is)r(! - ip - is)r(ip - ip') 

x [cosh 1T{p + s) + ba cosh w(p' + s) 

+ ib sinh 1T{p - p')]c/>.(s; p', p; 1') 

+ (2'JT)-zr(l - ip' + is)r(l + ip - is)r(ip' - ip) 

x [cosh 1T{p - s) + ba cosh 1T{p' - s) 

- ib sinh w(p' - p)]4>z(s; p', p; ,,), b, a = +, -; 
,,~ 0: 

Comparing this with the expression for .'t~~Ol (p' , p; v) 
given in (1.19), we see that the only difference is that 
the third term in the square bracket multiplying cfo2 
has changed sign. For g, we have: 

o ~ Il ~ 1T: 

g~~tl(p', p; Il) 

= (217)-2r(! + ip' + is)r(! - ip - is)r(ip - ip') 

x [cosh w(p' + s) + ba cosh l7(p + s) 

+ ia sinh l7(p - P')]'lJil(S; p', p; Il) 

+ (21T)-2r(i - ip' + is)r(t + ip - is)r(ip' - ip) 

x [cosh w(p - s) + ba cosh 17{p' - s) 

- ib sinh l7(p' - P)]'lJi2(S; p', p; Il). (2.6) 

Here again, on comparison with the form of g(s.Ol 
given in (1.22), we see that the third term in the 
square bracket multiplying 'lJi2 has changed sign. To 
extend (2.6) to other values of Il, we first find the 
limit as Il - 1T of the expression given in (2.6). In 
contrast to (1.23), here we get 

g~}l(p', p; 17) = g~~l(p', p; 17) = 0, 

~(sJl(' .) ~(s.il('.) S,(' ) (2.7) tl-+ p, p, 17 = -tl+_ p, p, 17 = up + p . 

Thus, as is to be expected, in the C: representations 
the element e2uiJo is represented by the negative of the 
identity operator. So we can extend (2.6) in the follow­
ing way: 

1T ~ '" ~ 21T: 
g~.tl(p', p;",) = _[g~~Jl(p, p'; 217 - ",)]*, (2.8) 

the extension to the range 217 ~ '" ~ 4w being obvious. 

3. EXCEPTIONAL UIR'S 

In this final section we consider the case of the 
continuous exceptional UIR's. These are labeled by 
the parameter (1 lying in the open interval 0 < (1 < l 
The corresponding representation functions are de­
fined in (1.8) and obey 

[ 
tfl h d 1 ~ p'z + p. - 2P'PCOSh,,] - + cot ,,- + - - u + ~~!...--~~....:......-
d-r d1' 4 sinhz 

l' 

x :F~I(p', p; 1') = 0, (3.ta) 

[ 
d2 d t p,t. + p" - 2P'PCOS P] - + cot p - - - + ~ + '----=-"---~'---!... 

dp2 dp 4 sinz p 

x g!:I(p', p; p) = O. (3.th) 

These equations are the same as (1.9) with s replaced 
hy -iu. We therefore choose the basic solutions by 
the same replacement in the functions defined in 
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(1.10) and (1.11). We define 

(M(1; p', p; v) 
= (coshZ !v)tilP'+P'(sinhZ Iv)li,p'-p, 

x F(! + a + ip', t- a + ip'; 

1 + ip' - ip; -sinhz tv), 
r/Jz(a; p', p; v) (3.2) 

= (cosh! !v)tiIP+P"(sinh2 Iv)li'P--p" 

X F(l + a + ip, I - (1 + ip; 

1 + ip - ip'; -sinh! I"), 

r/Jz(a; p', p;,,) = r/JI(a; p, p'; v), 
and 

"PI«(1; p', p;l') 

= (cosl !p)lilp'+P'(sinZ !p)1iIP'-P' 

x FO + a + ip', I - (1 + ip'; 

1 + ip: - ip; sinlll'), 
"Pz(a; p', p; p) (3.3) 

= (cos! Ip)lilP+P"(sinZ tp)lilp--p', 

x F(t + a + ip, I - (1 + ip; 

1 + ip - ip'; sin! tl'), 

"Pz«(1; p', p;p) = "PI(a; p, p'; 1'). 

In Ref. 2(b) we have shown how one can write the 
exceptional class UIR's of 0(2, 1) in a basis suited to 
diagonalization of JI!. We have a Hilbert space Jea 

whose elements consist of pairs of functions of the 
real variable q running from - 00 to + 00: 

(3.4) 

The inner product of two vectors f and h depends on 
a and is defined as follows: Let f±(q) be defined by 

f±(q) = Hfl(q) ± fz(q)] , (3.5) 

and similarly for h. Then, 

(h,f) = a=t.- L: dq' L: dq 

X haCq')*KaC(1; q' - q)!a(q), 

Ka(a; q) = (27T)-IL: dpeipqAa(a; p), (3.6) 

~(a; p) = ret - (1 + ip)r(t - a - ip) 

X [cosh 7Tp ± sin 7Ta]. 

Notice that in the q space the scalar product is non­
local and translation invariant, while in p space it 
becomes local. Next we must give the effect of the 
unitary operators U(g) on an arbitrary vector f If we 
write as before h = U(g)f, then the components 
Itr(q), r = 1,2, are given in terms of/,.(q) by the same 
equations as in the case of the integral nonexceptional 

UIR's C: with the replacement everywhere of s by 
-ia, namely by (1.14), (1.15), and (1.l6)withs - -ia. 
Thus the effect of U(g) has a uniform appearance if 
we specify a vector fby its componentsfl(q) and!z(q), 
whether we are dealing with the nonexceptional or the 
exceptional set of UIR's.? However, in order to 
"diagonalize" the expression for the inner product, 
we have to pass to the functionsf±(q) in the exceptional 
case. The orthonormal eigenvectors of J2 have now to 
be chosen as follows: 

( 
eipq ) 

la; p, ±) - [27TA±(a; p)]-l .. 
±e'pq 

(3.7) 

This choice is determined by the structure of the scalar 
product. 

Using this explicit construction, we could express 
:FlO" and gla' in the form of integrals. As an example 
we find, for v ~ 0, 

q;-Ia'(, .) _ .!~+«(1; p,)]l 
oJ++p,p," -

7T +«(1; p) 

X {L: dqe-iP',,(cosh v + cosh q sinh v)-l-o-

x (ell + tanh tv )iP 
1 + ell tanh tv 

+ L: dqe- iP
'
1l 1 cosh v - cosh q sinh vl-1-o-

X I ell - tanh tv liP}. (3.8) 
ell tanh I" - 1 

On examination [see (1.18)] these integrals are the 
same as those encountered in the continuous non­
exceptional classes, with s - -ia, and for a in the 
open region 0 < a < i, it turns out that their values 
too are obtained from the previous expressions by just 
replacing s by -ia. This is true for all the integrals 
we need to evaluate, both for :F and for g. Mter some 
algebra, we finally get: 

v~O: 

:F~'(p', p;,,) 

= (27T)-Z[Ab«(1; p')/Aa«(1; p)]l 

---

X r(t + (1 + ip')r(l - a - ip)r(ip - ip') 

X [cosh 7T(p - i(1) + ba cosh 7T(p' - ia) 

+ ib sinh 7T(p - P')]r/JI«(1; p', p; ,,) 

+ (27T)-Z[Ab«(1; p')/Aa«(1; p)]l 

X r(t + (1 - ip')r(t - (1 + ip)r(ip' - ip) 

X [cosh 7T(p + ia) + ba cosh 7T(p' + i(1) 

+ ib sinh 7T(p' - p)]r/Jz(a; p', p; v); 

7 We could, of course, have worked with the combinations f±(q), 
instead of f.(q) and frl..q), even in the continuous nonexceptional 
UIR's without spoiling the structun: of the scalar product. 
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'I'~O: 

j"'~~)(p', p; '1') = [.'F~~)(p, p'; -'1')]*, b, a = +, -; 
(3.9) 

~~~)(p', p;,u) 

= (27T)-2[Ab(a; p')/Aia; p)]! 

x r(~ + a + ip')r(! - a - ip)r(ip - ip') 

x [cosh 7T(p' - ia) + ba cosh 7T(p - ia) 

+ ia sinh 7T(p - P')]'IJ'l(a; p', p;,u) 

+ (27T)-2[Ab(a; p')/AaCa; p)]! 

X r(! + a - ip')r(! - a + ip)r(ip' - ip) 

X [cosh 7T(p + ia) + ba cosh 7T(p' + ia) 

+ ib sinh 7T(p' - P)]'IJ'2( a; p', p;,u); 

7T ~ ,u ~ 27T: 

~~~)(p', p;,u) = [~~~)(p, p'; 27T - ,u)]*, b, a = +,-. 
(3.10) 

This completes the evaluation of the representation 
matrices for the exceptional continuous class of VIR's 
of SU(1, 1). This class is defined for values of the 
parameter a in the open interval 0< a < !. However, 
if we extrapolate the expressions given in (3.9) and 
(3.10) for j"'(0') and ~(O') to the point a = 0, we see that 
they coincide exactly with the representation matrices 
j"'(8.0) and ~(8.0) of the continuous integral nonexcep­
tional series evaluated at s = 0. [See (1.19) and (1.22).] 
Further, for a = 0, the two weight functions A±(a;p) 
become equal and independent of p, so that the kernels 
Ka(a; q) appearing in (3.6) reduce to delta functions. 
All these properties are in agreement with the state­
ment that the continuous nonexceptional integral 
VIR's and the continuous exceptional UIR's "meet" 
at the point s = a = O. 
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This note gives additional condition to the finding of Gould on two binomial coefficient identities 
of Rosenbaum. 

Using the r function to examine the binomial 
coefficient,l when x is an integer and n is a nonnegative 
integer, it is found that 

(:) = 0, 

(:) = 1, 

(:) = 1, 

° ~ x < n, 

x =n, 

n = 0, x ~ 0, 

(:) = indeterminate, x < 0, x¥: n. 

Therefore, Eqs. (4) and (5) of Gould2 will not hold 

1 D. M. Rosenbaum, J. Math. Phys. 8, 1973 (1967). 
• H. W. Gould, J. Math. Phys. 10,49 (1969). 

true if x or y or (x + y) is a negative integer, in 
Eq. (4), 

i (X) ( Y ) _ (X + Y) 
k=ok n-k n 

and if x is an integer, in Eq. (5), 

Considering the expression 

A - i (-€) ( € ) - (0) 
-n=o n (J. - n - (J.' 

it is evident that it will be null when € is a non integer , 
while in addition (J. and n are integers. and at the same 
time (J. > 0, n ~ 0. This differs from the conditions 
mentioned by Gould.2 
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An expression for the joint distribution of the complex poles of the unitary collision matrix is derived 
for the single-channel case, which is valid for all values of the ratio of the width to the spacing. The 
derivation uses the statistical distribution of the parameters of the real R-matrix theory. We find that 
unitarity gives rise to the statistical correlations between the width and the spacing of the collision matrix. 
It is shown that the distribution of the poles of the unitary collision matrix using Feshbach's unified 
theory of nuclear reactions is the same as the one obtained using R-matrix theory, provided we make 
a particular choice of the arbitrary boundary condition in the latter theory. A remark is made about 
the use of the random complex orthogonal matrix in the study of the parameters of the statistical collision 
matrix. 

I. INTRODUCTION 

Recently it was shownl that, for purely elastic 
scattering, the unitary pole resonance form of the low­
energy collision matrix U can always be written as 

U = [exp (-2i4»](1 - i I GIL), (1) 
Il~l E - Zp 

where N is the number of compound nucleus reso­
nances which may be interfering with each other. 
The first term containing 4> gives rise to potential 
scattering and ZIl = Ep - tir Il are the complex poles 
of U. The amplitudes Gil are complex and are given by 
the expression 

N 

Gil = (21m Z!) IT (Zp - Z;)(Z" - Z,yl. (2) 
V*1l 

In the study of the cross-section fluctuations2 and 
intermediate structure,3 a knowledge of the statistical 
properties of the parameters of U is needed. For the 
case of isolated resonances, when the average width 
is much smaller than the average spacing, the param­
eters of U become the same as the parameters of the 
real R-matrix theory,4 which have been very well 
studied in the past. 5 The purpose of the present paper 
is to derive a joint-distribution function of the com­
plex poles Zp, starting from the known distribution 
of the parameters of the real R-matrix theory. Since 
Eq. (2) gives the complex amplitudes Gil in terms of 
Z/" all the statistical properties of G" for any value of 
the ratio of the average width to the average spacing, 

* Present address: Department of Physics, University of Toronto, 
Toronto, Ontario, Canada. 

1 N. Ullah and C. S. Warke, Phys. Rev. 170,857 (1968); see also 
C. Mahaux and H. A. Weidenmiiller, N. P. A91, 241 (1967). 

• T. Ericson, Ann. Phys. (N.Y.) 23,390 (1963). 
3 H. Feshbach, A. K. Kerman, and R. H. Lemmer, Ann. Phys. 

(N.Y.) 41,230 (1967). 
• A. M. Lane and R. G. Thomas, Rev. Mod. Phys. 30, 257 (1958). 
• C. E. Porter, Statistical Theories of Spectra: Fluctuations 

(Academic Press Inc., New York, 1965). 

therefore, will also be known once the joint distribu­
tion of Zil is given. We give this distribution in Sec. II. 

In Sec. III we shall discuss the distribution of the 
parameters of U using Feshbach's unified theory of 
nuclear reactions.6 •7 A few remarks will be made 
about the complex boundary-value problems and the 
use of the random complex orthogonal matrix9 in 
the statistical study of the complex amplitudes of the 
statistical collision matrix defined by Moldauer.8 

II. DISTRIBUTION OF THE POLES OF THE 
UNITARY COLLISION MATRIX 

The resonances of the real R-matrix theory' are 
obtained by solving the eigenvalue equation 

(3) 

where H is the compound nucleus Hamiltonian, and 
<1>" and Ell are its eigenfunctions and eigenvalues, 
respectively. The eigenvalue equation (3) is solved in 
the internal region by specifying a certain real bound­
ary condition at the surface which divides the whole of 
configuration space into an external and an internal 
region. Apart from a constant, the overlap integral of 
the wavefunction <1>1l with the smooth-channel wave­
function defines the reduced width amplitude y pc, 

where c denotes a particular channel. In this paper we 
shall restrict ourselves to the problem of a single 
channel and so the subscript c will be omitted. 

Let us assume that the Hamiltonian H is invariant 
under rotations and under time reversal, so that the 
joint distribution of the amplitudes y I' is given hylO 

P({yl'}) =fC~?~)· (4) 

6 H. Feshbach, Ann. Phys. (N.Y.) 5, 357 (1958); 19, 287 (1962). 
7 H. Feshbach, Ann. Phys. (N.Y.) 43, 410 (1967). 
8 P. A. Moldauer, Phys. Rev. 135, B642 (1964). 
9 Nazakat Ullah, Phys. Rev. 154, 893 (1967). 

10 Nazakat Ullah, J. Math. Phys. 8, 1095 (1967). 
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The joint-distribution function of the eigenvalues5 

E/l> apart from the factor TI~<v IEI' - Ev\' will be a 
function of the quantities of the type I~~1 E~, 1 ::;; n < 
N. For the derivation in this section we restrict our­
selves to the distribution of H,5.1l which is a function 
of Tr H2. The joint distribution of the eigenvalues EI' 
can now be written as 

We shall see later that the general case in which the 
function g contains other I~=l E: can also be worked 
out without much difficulty. 

From expressions (4) and (5) we see that the 
correlation between YI' and EI' is strictly zero. There­
fore any correlation between the parameters EI' and rl' 
of U will be due to unitarity only. 

According to R-matrix theory4 the function R is 
given by 

N 2 

R=RO+I ~, 
1'=1 E - EI' 

(6) 

where RO gives rise to background scattering. Using 
the connection between the collision function U and 
R, we find that the relation between the complex 
poles ZI' and the quantities EI" Y I' can be expressed as 

(7) 

where 1j = L°(1 - ROLO)-l. The quantity LO = L - B, 
where the real and imaginary parts of L define the 
shift and the penetration factors, respectively, and B 
is a real number which specifies the boundary 
condition. 

The joint distribution of the real and imaginary 
parts of Z 1" which are denoted by Z~, Z~, will be 
obtained using expressions (4), (5), (7), and the usual 
method of the transformation12 of the volume ele­
ment from the space of the variables y 1" EI' to the 
new variables Z~, Z~. For convenience we introduce 

11 N. Rosenzweig, Brandeis University Summer Institute Lectures 
in Theoretical Physics, 1962 Lectures, Vol. 3, K. W. Ford, Ed. 
(W. A. Benjamin, Inc., New York, 1963), p. 91. 

12 T. W. Anderson, An Introduction to Multivariate Statistical 
AnalYSis (John Wiley & Sons, Inc., New York, 1956), p. 11. 

the quantities xI" which are defined by 

xI' = (21m 1j)!,' /l" 

Instead of expression (4), we now write the distribu­
tion of the quantities xI' as 

P({XJl}) = I(I x;). (Sa) 

The first two relations in (7) enable us to write 

fC~/!) =f( -2JIZ~)' (8b) 

gC~IE!) = gC~l(Z; - wZ~)2 + 2(1 
.v 

+ (02) I Z~Z!), 
Jl<V 

(9) 

where w = (Re 1j)/(Im 1]). In the general case when 
the function g contains other I~=1 E;, we can again 
express them in terms of the quantities ZJl using the 
relations (7). 

Next, let us consider the transformation of the 
volume element. We first introduce a new set of 
variables defined by the relations 

N 

UN = TIEl" 
Jl=1 

u2 = Ix!( I Ea ), .. " 
Jl=1 a*1' 

VN = iX!(TIEa). 
Jl=1 a*1' 

(10) 

The volume element in the space of the variables 
UI" vI' is related to the volume element in the space 
of the variables EI" xI' in the following way: 

IT dUJl dvl' = 1_~Li-~--1 IT dEl' dxl" 
1'=1 da : d2 1'=1 

(11) 

where d1 , d2 , d3 are N X N determinants and 0 
denotes an N X N determinant which has all elements 
O. Because of the particular form of the 2N X 2N 
determinant in expression (11), it can be written as a 
product of the determinants dl , d2 • Therefore, 

N N 
TI dul' dul' = d1 d2 TI dEl' dxl" (12) 
1'=1 1'=1 

The N X N determinant d1 can be written as 

1 1 

LEJl LEI' 
1'*1 1'*2 

d1 = 

IlEI' IlEI' 
1'*1 1'*2 
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It can be easily shown that the determinant d1 reduces 
to the following simple form: 

(13) 

The determinant d2 is the same as determinant d1 

except that it is multiplied by an extra factor 
2S(IT~=1 XII)' The constant factors, like the factor 
2'v, will be absorbed in the normalization constant and, 
since the absolute value of the Jacobian enters in the 
transformation of the volume element, we shall write 
the determinants as their absolute values. Expressions 
(12) and (13) then give us 

fJ dUll dVII = (il IXJtI)(UvIEII - EvI
2
). (14) 

The relations (10) which define the quantities vI' 
can be lo~ked upon as N simultaneous linear equa­
tions for the N unknowns x~. Using the well-known 
methods for the solution of the linear equations, 
after a few simplifying steps we obtain the following 
relation, using expression (14): 

_ [N _!] N 
}1IEII - Evl !! dEli dxl , - !! DII II dUll dvJt , 

(15) 

where D JJ is the N x N determinant 

VI 0 0 0 

V2 0 0 I Ell 

V3 0 0 EJJ 0 

D = JJ 
(16) 

vN-l EJt 0 0 

VN Ell 0 0 0 

Before we make the final transformation to the set 
of variables Z~ , Z1, we replace the set of variables uJJ 

by the new set of variables Y JJ' which are defined by 
the relations 

YII = ull - lrov lI • (17a) 

As can easily be checked, the Jacobian of the trans­
formation from the set of variables (u, v) to the new 
set (y, v) is unity. 

The variables Y 1" vJJ are nothing but the real and 
Imag!nary parts of the complex quantities on the 
left-hand side of the relations (7). The transformation 
of the volume element from the set of the variables 
YII ' VII to the set of variables Z~, Z~ is given by 

RenZI' RenZI' RenZI' -ImITZI' -ImnZ~ 
I"H 1";<2 fl'FN 1''''1 I''''N N 

= 0 0 0 -2 -2 II dZ~ dZ~. 
1'=1 

-2IZ~ -2IZ~ -2 I Z~ -2Iz~ -2 I Z~ 
1,"'1 1''''2 I''''N 11"'1 1I"',y 

-2ImTIZII -2 1m TIZJt -2 1m TIZII -2 ReTIZII 
11"'1 11"'2 JJ"'N JJ"'1 

The Jacobian of the transformation is a 2N x 2N 
determinant. By subtracting out the first column 
from the second, third,"', Nth column and the 
(N + l)th column from the (N + 2)th, ... ,2Nth 
column, we find that the first row contains zero in all 

(17b) 

columns except the first one. We next multiply the 
second column by (Z~ - Z~), ... ,the Nth column 
by (Z~ - ZN)' the (N + l)th column by (Z~ - Z~), 
... , the 2Nth column by (Z~ - Z1) and subtract the 
(N + l)th column from the second column, ... , the 
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Nth column from the 2Nth column. This gives us a 
factor .v 

II [(Zf - Z;)2 + (Z: - Z~)2] 
p=2 

and a (2N ~ 2) X (2N - 2) determinant, which is 
similar in form to the original 2N X 2N determinant. 
Continuing this process, we find that 
.Y 

II dy~ dV 11 
~~1 

= (n[(z; - Z~)2 + (Z;I - Z~)2]) IT dZ; dZ~. 
~<v #=1 

(18) 

The last step in the derivation is to express the 
products of the determinants D~ in terms of the 

I 1 -Yl ( _l)NYN 

0 ( -1)N-IYN_1 

0 0 ( _1)N-2Y"'_2 

R= 0 0 Y2 

VI -V2 0 

0 VI 
( _1)N-Ivs 

o o 

Manipulating the columns of the above determinant, 
we can show that 

R = (IT z~)(rr[(z; - Z~)2 + (z~ + Z~)2]). (21) 
~~1 I'<V 

Using expressions (5), (7), (8a), (8b), (9), (15), (18), 
and (21), we finally get an expression for the distribu­
tion of the complex poles. It is given by 

N 

P({z~, z~}) IT dZ~ dZ;1 

= K-Y(:;fz~) 
11~1 

N X 
X gC~l(Z; - WZ~)2 + 2(1 + (2)~~vZ~Z~) 

N 
X II feZ; - Z~)2 + (Z~ - Z~)2] 

I'<V 

X [(IT z~)(fr[(Z; - Z~)2 + (Z~ + Z~)2])J-! 
1'~1 I'<v 

N 

X II dZ; dZ~, (22) 
1'=1 

where K is the normalization constant. 

quantities Z~. This product can be put in a form which 
is called the resultant of two polynomialsY We write 
the two polynomials hex) and k(x) as 

hex) = V1X N -
1 

- V2x
n

-
2 + ... + (-1 yY-IVN , 

k(x) = xX - y!--CN- 1 + Y2xN-2 + ... + (-l)NyN . 

(19) 
Then, 

N 

II DII = R[h(x), k(x)], (20) 
~~1 

where R is the resultant of hex), k(x). The resultant R 
is a polynomiaP3 in the coefficients of hex), k(x). 
According to Sylvester's method,14 R can be written 
as a (2N - 1) X (2N - 1) determinant: 

0 0 

(_l)Nys 0 

( -1)N-11.\'_1 0 

Y3 (-n'yx 
0 0 

0 0 

III. CONCLUDING REMARKS 

Expression (22) gives the joint probability distribu­
tion of the parameters of the collision function U. 
We see from this expression that the parameters 
Z~ = EI" Z~ = - t r I' are statistically correlated. 
Since the statistical correlation of the parameters of 
the real R-matrix was zero, this correlation is a 
consequence of unitarity for all values of the ratio of 
average width to the average spacing. 

We remark here that even though we have not used 
a specific form for the functions f and g, they can be 
taken to be exponentiaI5•lo .n for many kinds of the 
random Hamiltonian matrix ensembles of large 
dimension. 

The derivation of the joint-distribution function of 
the complex poles of U, given in Sec. II, was based on 
the real R-matrix theory of nuclear reactions. We 
can now ask whether this distribution will change 

13 C. C. MacDuffee, Theory of Equations (John Wiley & Sons, Inc., 
New York, 1954), p. 111. 

,. W. S. Burnside and A. W. Panton, The Theory of Equations 
(Dover Publications, Inc., New York, 1960), Vol. 2, p. 75. 
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if we start from some other theory, e.g., Feshbach's 
unified theory.6.7. It should be noted that the form 
of the unitary collision matrix given by (1) is inde­
pendent of any formal reaction theory and is a con­
sequence of unitarity. When one studies the statistical 
properties of the quantities ZJl' then a particular 
reaction theory has to be used to connect ZJl with the 
eigenvalue and eigenvector components of the com­
pound nucleus Hamiltonian; and if these relations 
turn out to be different for different reaction theories, 
then the joint-distribution function of the quantities 
ZJl will also be different. 

Recently, Feshbach7 has expressed his scattering 
matrix T in the form 

T fi = Tji
ot + ~ e2i6 2 ~(l + ~ 2 ~)-1, 

21T E - €~ 2 E - €~ 
(23) 

where 
r~ = 21T I<x~, H QP1p!+»1 2

• (24) 

x~, €~ are the eigenfunctions and the eigenvalues of a 
Hamiltonian H RR' [See Ref. 7 for the definition of 
H RR and other quantities in expressions (23) and (24).] 
Expression (23), which has the advantage that no 
arbitrary boundaries have to be used, is the same as 
the R-matrix expression if we choose the arbitrary 
boundary condition such that w = O. The usual 
statistical assumptions5 should now be made on the 
Hamiltonian H RR' The randomness of the Hamil­
tonian H RR will imply that its eigenfunctions x~ and 
eigenvalues €~ are also random. Assuming that the 
Hamiltonian H RR is invariant under rotations and 

under time reversal, then a possible distribution of 
the eigenvalues €~ will be of the form (5) and the 
distribution of the eigenvector components x~ will 
be given by a random orthogonal matrix.10 It has been 
shown by Feshbach7 that the width r~ defined by 
expression (24) can be written as the square of a real 
amplitude. It is easy to see, then, that the joint dis­
tribution of the poles ZJl' using Feshbach's theory,7 
will also be given by expression (22) with w = O. 
Therefore, the distribution of the poles ZJl using 
Feshbach's theory will be the same as the one obtained 
using R-matrix theory, provided we choose the 
arbitrary boundary condition in the later theory such 
that the parameter w vanishes. 

We now pass a remark about the use of the random 
complex orthogonal matrix9 in the study of the 
parameters of the statistical collision matrix.s The 
joint distribution of the elements of a random com­
plex orthogonal matrix is given by9 the invariant 
volume element in the space of random complex 
orthogonal matrices multiplied by a statistical weight 
function that ensures the convergence ofthe probability 
integral. This weight function can now be constructed. 
A detailed account of this will be given later. The 
statistical properties of the parameters of the collision 
matrix which depend only on the invariant volume 
can always be worked out9 without a knowledge of 
the weight function. 

In these calculations care has to be taken that the 
relations obtained between the resonance parameters 
are consistent with unitarity, since the approximate 
forms of the collision matrixs may not be unitary. 
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The Bethe-Salpeter equation for the bound state of the pion-nucleon system has been studied in the 
ladder approximation; the propagation time of the exchanged nucleon is neglected. By using the two­
component formalism, the spinor equation is first reduced to a pair of simultaneous integral equations 
in momentum space. Following Fock, we transform these equations into ones in a four-dimensional 
hyperspace and the solutions are obtained in terms of series of 0(4) harmonics. As a simple illustration 
of our method, we have also considered the Bethe-Salpeter equation for the scalar-meson system. We 
find that the pion-nucleon Bethe-Salpeter equation shows an accidental degeneracy in the discrete-energy 
spectra similar to that in the solutions of the Dirac equation for the hydrogen atom, provided the 
coupling constant does not exceed a certain critical limit. The scalar problem exhibits at small binding 
energies a Schrodinger-type degeneracy. Convergence criteria for the pion-nucleon Bethe-Salpeter 
eigensolutions as series in 0(4) harmonics have been discussed; it is found that no solution exists when 
the coupling constant exceeds a certain critical value. In our approximation scheme, there are no 
abnormal solutions as are encountered in the fully covariant treatment of the equation. 

1. INTRODUCTION 

There has been a great deal of interest in the study 
of methods of solving the Bethe-Salpeter equation! 
for the relativistic two-body problem, particularly as 
a means of investigating the origin of dynamical 
symmetries. The Bethe-Salpeter equation is a fully 
covariant equation describing the interaction of a 
pair of elementary particles. Attempts to solve this 
equation in a fully covariant manner2 led to many 
difficulties. The bound-state solutions of the homo­
geneous Bethe-Salpeter equation describing the 
interaction of a pair of nucleons was originally 
investigated in an approximation scheme in which (i) 
the interaction kernel was given in the ladder approxi­
mation, (ii) the mass of the exchanged meson was 
taken to be zero, and (iii) solutions were sought for 
the unphysical case where the total c.m. energy of the 
two-nucleon system was assumed to vanish. Goldstein3 

found a solution for this special case; however, the 
solution led to a continuous spectrum rather than a 
discrete one. The major difficulty is largely due to the 
existence of the extra degree of freedom of the relative­
time variable which has no analog in nonrelativistic 
quantum mechanics, as a consequence of which the 
boundary conditions to be imposed on the solutions 

1 M. Gell-Mann and F. E. Low, Phys. Rev. 84, 350 (1951); E. E. 
Salpeter and H. A. Bethe, Phys. Rev. 84, 1232 (1951). 

2 J. S. Goldstein, Phys. Rev. 91, 1516 (1953); H. S. Green, Phys. 
Rev. 97, 540 (1955); G.-C. Wick, Phys. Rev. 96, 1124 (1954); R. E. 
Cutkosky, Phys. Rev. 96, 1135 (1954); F. L. Scarf, Phys. Rev. 
100, 912 (1954); H. S. Green and S. N. Biswas, Progr. Theoret. 
Phys. (Kyoto), 18, 121 (1954); S. N. Biswas and H. S. Green, 
Nucl. Phys. 2, 177 (1956); H. S. Green, Nuovo Cimento 5, 866 
(1957); S. N. Biswas, Nuovo Cimento 7, 577 (1958); S. Okubo and 
A. Feldman, Phys. Rev. 117, 279, 292 (1960); L. H. D. Reeves, 
Ph.D. thesis, Adelaide University, 1962. 

3 See Ref. 2. 

of the Bethe-Salpeter equation cannot be clearly 
indicated.4 Wick5 and Cutkosky6 shed some light on 
these questions by considering a modification of the 
Bethe-Salpeter equation for the bound states of two 
spinless particles interacting via a massless scalar 
meson. An exact solution with arbitrary binding 
energy is possible for this case if one adopts a physi­
cally reasonable condition on the wavefunction which 
is also necessary for the existence of its Fourier 
transform. 

In addition to the studies of the Bethe-Salpeter 
equation for bound-state solutions, there are a number 
of discussions on the analytic properties of the scat­
tering amplitude within the formalism of the inhomo­
geneous Bethe-Salpeter equation. 7 It is known that 
scattering at high energies is determined not only by 
the fundamental Regge poles, but by a number of 
daughter poles taken in conjunction with the funda­
mental ones. It is generally believed that the existence 
of these daughter poles is intimately related to the 
higher symmetry inherent in the structure of the 
Bethe-Salpeter equation at zero energy.s The existence 

• This has also been noted by K. Rothe, Phys. Rev. 170, 1550 
(1968). Some radially symmetric solutions were obtained (see 
Biswas and Green, Ref. 2) by requiring that the solution of the 
Belhe-Salpeter equation together with its spatio-temporal deriva­
tives should be finite and continuous, and particularly on the light 
cone. 

5 See Ref. 2. 
6 See Ref. 2. 
, D. Z. Freedman and J. M. Wang, Phys. Rev. 153, 1596 (1967); 

D. Z. Freedman, C. E. Jones, and J. M. Wang, Phys. Rev. ISS, 
1645 (1967); A. R. Swift (report of work prior to publication); 
B. B. Deo and R. E. Cutkosky, Phys. Rev. 174, 1859 (JI968); . 
B. W. Lee and R. F. Sowyer, Phys. Rev. 127, 2266 (1962); H. S. 
Green and S. N. Biswas, Phys. Rev. 171, 1511 (1968); N. P. Chang 
and R. P. Saxena (report of work prior to publication). 

8 G. Domokos and P. Suranyi, Nucl. Phys. 54, 529 (1964). 
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of a hidden or dynamical symmetry was first noted 
by Cutkosky, 9 who transformed the equation by 
applying a stereographic projection to a five-dimen­
sional pseudosphere. This has later been noted by 
several other authors,lo 

Although the covariant treatment of the Bethe­
Salpeter equation has thus been the subject of several 
investigations, some hope has also been fostered that 
some aspects of the equation might be understood using 
a noncovariant approximation. For instance, Kleinll 

examined the two-nucleon system rather exhaustively 
in the ladder approximation; however, he neglected 
the time of propagation of the exchanged virtual 
meson. This second approximation is commonly 
known as the "instantaneous interaction approxi­
mation." Recently, a similar type of approximation12 

has frequently been used in the study of the two-body 
scattering problem in'the ladder approximation. We 
would like to consider in this paper the bound state 
solutions of pion-nucleon Bethe-Salpeter equation in 
the ladder approximation, neglecting the time of 
propagation, of the exchanged nucleon. A relativistic 
treatment of this problem has been considered by 
Rothe,13 using the variational techniques ofSchwartz,14 
which have led to renewed interest in the Bethe­
Salpeter equation. We would like to solve the pion­
nucleon Bethe-Salpeter equation in the momentum 
space by adopting the method of Fock,15 who 
originally solved the nonrelativistic Schrodinger 
integral equation in momentum space and showed 
that the accidental degeneracy of the hydrogen atom 
is related to the invariance of Schrodinger equation 
under transformations of the 0(4) group. Levy16 
later showed how the 0(4) harmonics in momentum 
space could also be used to solve the Dirac equation. 

In Sec. 2 we have considered the pion-nucleon 
bound-state equation. We show that, by adopting a 
two-component decomposition for the four-component 
spinor pion-nucleon wavefunction, this bound-state 

9 See Ref. 2. 
10 R. Delbourgo, A. Salam, and J. Strathdee, ICTP Preprint 

No. IC/66/60; A. O. Barut, P. Budini, and C. Fronsdal, ICTP 
preprint No. IC/65/34; S. N. Biswas, J. Math. Phys. 8, 1109 (1967); 
E. Kyriakopoulos, Phys. Rev. 174, 1846 (1968). For a general 
discussion on dynamical symmetry, see N. Mukunda, L. O'Rai­
feartaigh, and E. C. G. Sudarshan, Phys. Rev. Letters 15, 1041 
(1965). 

11 A. Klein, Phys. Rev. 90, 1101 (1953); 91, 740 (1953); 92, 1017 
(1953); 94, 1052 (1954). See also J. S. Goldstein (Ref. 2). 

12 This type of approximation is also known in literature; see, 
for example, A. A. Logunov and A. N. Tavkhelidze, Nuovo 
Cimento 39, 380 (1963). See also R. Blankenbec1er and R. Sugar, 
Phys. Rev. 142, 1031 (1960). 

13 K. Rothe, Phys. Rev. 170, 1548 (1968). 
14 C. Schwartz, Phys. Rev. 137, B717 (1965); C. Schwartz and 

C. Zemach, Phys. Rev. 141, 1454 (1966). 
1. V. Fock, Z. Physik 98, 145 (1935). 
16 M. Levy, Proc. Roy. Soc. (London) 204A, 145 (1950). 

equation can be reduced to a pair of simultaneous 
integral equations in two momentum-space radial 
functions. To solve these equations, we go over to the 
four-dimensional hyperspace by means of a suitable 
substitution. To illustrate this method, we discuss the 
solution of the simpler scalar problem with various 
suitable approximations. An important consequence 
of the use of this method in this particular case is that 
the eigenvalue problem is completely determinate and 
an accidental degeneracy of the Schrodinger-hydrogen 
type emerges for small binding energies. This has been 
done in Sec. 3. The general method of the determina­
tion of the eigenvalue problem for arbitrary energies 
for the scalar problem has also been discussed here. 
In Sec. 4 we extend this method to solve the coupled 
equations for the pion-nucleon system (Eqs. (l6a) 
and (I6b)]. We find that the equations can be solved 
by a pair of infinite sums of 0(4) harmonics with 
arbitrary coefficients. The problem of determination 
of the energy eigenvalue reduces to that of finding 
the necessary compatibility condition for the existence 
of solutions for the coefficients of 0(4) harmonics 
which satisfy a pair of difference equations. We again 
find that, for binding energies, the energy-eigenvalues 
are discrete and this leads to the so-called accidental 
degeneracy of the Dirac-hydrogen type. We must 
remark that in solving these equations we retain only 
the most singular parts of the respective potentials 
which appear in the scalar-meson and the pion­
nucleon problems. The modifications in the solution 
due to the inclusion of the rest of the potential are 
also discussed. We may remark that the various 
features of the results we obtain may be closely 
related to the nature of the various approximations 
we have used. The existence of bound-state solutions 
in various channels has been pointed out; in particular 
we obtain, as expected, the (t, t) and (t, t) states. 
Eigensolutions for these states correspond to normal 
solutions so long as coupling strength has a certain 
upper bound. Solutions disappear when the coupling 
exceeds this critical value. These features have been 
discussed in the last section. 

2. THE PION-NUCLEON BETHE-SALPETER 
EQUATION AND REDUCTION INTO 

TWO COMPONENTS 

The relativistic two-body wavefunction for the pion 
and nucleon13 in a state fJ is defined by 

o/i(Xl' x2) = (01 T {o/(Xl)q:/(X2)} IfJ), (1) 

where q:i(x) and 'V(x) are Heisenberg fields of the 
pion and nucleon, respectively, 10) is the physical 
vacuum, and T is the time-ordering operator. 
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If we restrict ourselves to the ladder approximation, 
we arrive at the following homogeneous integral 
equation for the two-body bound-state wavefunction 
in a specific isospin channel I: 

\}"I(Xl' x2) = G1 J d4x{ d4x~Gl(Xl - x{} 

X Glx2 - x~)I(x~ - X~)'YI(X~, xi), (2) 
where 

G1 = rJ(I)g2/(47T)2, 

rJ(J) = -1, I = t, 
= 2, 1= J. 

Gl(x) and G2(x) are the usual nucleon and pion 
Green's functions. I(x) is the interaction function 
and, if we restrict ourselves to the nucleon-exchange 
diagram only, it is given by 

1 J d4
ke-

ikX 

I(x) = -:-;; k + M ' 17T y' 
(3) 

where M is the mass of the exchanged nucleon. 
Henceforth we shall suppress the isospin labels and 

the subscripts I and 2 will always refer to the nucleon 
and the pion, respectively. 

Now, by writing the wavefunction as the product 
of two terms describing the center-of-mass motions 
and the relative motion of the two particles, Eq. (2) 
reduces in momentum space to 

(k) = if(m l + yOE/2 + y . k) 
1jJ D(k) 

XJd4k' 1 1jJ(k'), (4) 
y' (k + k') + M 

where 

and 

D(k) = [(kO + E/2)2 - (k2 + mm 
X [(kO - E/2)2 - (k2 + m;)]. 

We would like to study this Eq. (4) for the bound­
state solutions. As mentioned in the Introduction, 
the boundary conditions to be imposed to extract the 
discrete solutions are not exactly known. We there­
fore make the following noncovariant approximation, 
namely, that the propagation time for the exchanged 
nucleon is neglected. Thus we write 

I(x) = V(x)b(t). (5) 

With this approximation, Eq. (4) reduces to the 
following: 

(ml + yOE/2 + y . kr11jJ(k)D(k) 

'ff d
4

k' (k') (6) 
= I M _ Y • (k + k') 1jJ . 

The compatibility requirement for Eq. (6) suggests that 
we put 

(ml + yOE/2 + y' krl1jJ(k)D(k) = S(k). (7) 

Then S(k) satisfies 

S(k) = ifJ d
3
k' dkO'(m l + yOE/2 + y' k') S(k'). (8) 
{M - y. (k + k')}D(k') 

The kO' integration in (8) can be performed at once 
to give a three-dimensional integral equation. We 
define a new function rp through 

rp(k) = N(k)S(k), 
where 

with 

N(k) = [(/11 1 - Y • k)J(k) + yOEL(k)]/T(k), 

J(k) = (k2 + mi)-t + (k2 + m~rl, 
L(k) = (k2 + m~rl, 
T(k) = E2 - {(k2 + m~)~ + (k2 + m~)!r 

(9) 

The integral equation for rp can be easily obtained 
from Eq. (8). To avoid inessential complications in 
our study, we assume that the pion-nucleon mass 
difference is not very large. Under this approximation 
we have the following equation for rp(k): 

R(k)[(ml - yOEm) + y. k]rp(k) 

A J d
3
k' 

= 27T2 M _ Y • (k + k') rp(k'), (10) 

where 

A/27T2 = f7T, 

Em = E/[1 + (m2/ml )], 

and 

R(k) = T(k)J(k)/{(k2 + mi)J2(k) - E2L2(k)}. (11) 

It is evident from (10) that rp(k) is a four-component 
object; we then write rp as 

(12) 

where r:p+ and r:p- play roles analogous to the large and 
small components of the usual Dirac spinor. 

To separate the angular variables, we write the 
spinor rp as proportional to three-dimensional 
spherical harmonics. We note that for the pion­
nucleon system, we have the total angular momentum 
j = 1+ t and j = 1- t, and further, because of 
parity conservation, a transition from j = I + t to 
I - t is forbidden. In particular, there are two types 
of solutions corresponding, respectively, to j = 1+ t 
and j = I - t. For j = I + t, we have the following 
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angular dependence [see Appendix, Sec. Al ]: 

21 + 1 ((
I + m + 1)t 

rp+(k) = g(k) 1 

(
I - m)~ 
21 + 1 

(
I - m + 1)2 

21 + 3 ( 
,-

qqk) = f(k) (' + m + 2)t 
21 + 3 

where g(k) and f(k) are two radial, momentum­
space functions to be determined through Eq. (10). 
Substituting Eq. (12) in Eq. (10), we obtain the 
following set of equations: 

R(k)[(ml - Em)rp+(k) + a· krp-(k)] 

= ~ f d
3

k' {M +(k') + a· k' -(k') 
2rr2 (k + k,)2 + M Z rp rp 

+ a • krp-(k')}. (14a) 

R(k)[(ml + Em)rp-(k) - a . kr+(k)] 

= ~ f d
3

k' {M -(k') - a· k' +(k') 
2172 (k + k')2 + M2 rp rp 

- a· krp+(k')}. (14b) 

If we note that 

[which follows easily through the use of the recursion 
relations, Eqs. (A3)], we finally obtain the following 
set of simultaneous integral equations for g and f: 

X(pZ)[ff(p) - pg(p)] 

= 417 !.L[-ftfd
P
' P''1(P')QI+1(~) 

2172 2pp' 

+ (fz2: 1) f dp' 2~;' {P'QI+1W - PQz<~)}g(p')l 
(16b) 

where 

Em = mlE, 
o 1 

jkj = k = n1 1(1 - €")2 p. 
1 

f = [(1 + €)/(1 - E)]~, ft = MimI' 

~ = (p2 + p,2 + 11;)/2pp', (17) 

"I 2 ~ ( 2 1 [ ] 11< = [ft" (l - E )], X p ) = - R(k) k'=m;O-<,)p', 
n11 

Al = _A(_)H. 

We now wish to solve this pair of equations for the 
energy eigenvalue problem using 0(4) spherical 
harmonics. To illustrate the method of solution which 
we will adopt, we consider the Bethe-Salpeter equa­
tion for the scalar-meson system under approximations 
similar to those we have just used for the pion­
nucleon system. 

3. SOLUTION OF SCALAR BETHE-SALPETER 
EQUATION USING 0(4) HARMONICS 

The Bethe-Salpeter equation for the interaction of 
a pair of scalar mesons via scalar-meson exchangel7 

is given by 

[(P4 + E)2 + p2 + m2][(p4 _ £)2 + p2 + m2]rp(p) 

= :2 f rp(q){(p - q)2 _112}-1. (18) 

In this section we illustrate our general method for 
solving Eqs. (17) and (18) using hyperspherical 
harmonics. First we reduce Eq. (18) to the following 
three-dimensional equation, neglecting the propaga­
tion time of the exchanged scalar meson. Equation 
(18), thus approximated, reads 

A f (1 + k 2)-!S(k) d3k 
S(p) = 217 (e2 + k2){(k _ p)2+ l} , (19) 

where 

rp(p) = {(e2 _ p2)2 _ 4E2p!}S(p), e = (1 _ €2)t. 

We have also put E = E/m, with m = 1. 
Separation of the angular variables in Eq. (19) 

gives 

X(/)(l + p2)U(p) = ~ . 417Jd p' p'2u(p')~M) , 
2rre 2pp 

(20) 
17 For the notatiolls and conventions used in this section, see 

S. N. Biswas (Ref. 10). 
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where u(p) is a suitably defined wavefunction and we 
have put 

/k/ = cp, flE = [ll(l - E"2)Jl, 

X(p2) = {l + (1 _ E"2)p2}t. 

In order to solve the above integral equation, we 
shall expand the kernel in a series in powers of fl, . 
The requirement for the convergence of this series 
will certainly impose some restrictions as to the 
domain of validity of the solution subsequently 
obtained. However, it is easily seen that for sufficiently 
small fl Eq. (20) reduces to 

X(p2)(l + l)u(p) 

= ~ ~ (-1 P( )2Pj PI( cos (J')u(p') d
3 
pi 

£.., ) flE (2 ,., 2' (J')JJ-t 1 217C p~O P + p. - pp cos -

+ ffl.u(P), (21) 

where Q' is the entire three-dimensional space spanned 
by pi and Qo is a small sphere centered at (0,0, p) 
and f = (2A/C)(l - 117). 

First we solve Eq. (20), assuming that the exchanged 
scalar meson is of vanishing mass (thereby retaining 
only the most singular part of the potential) and that 
the binding energy is small. We can facilitate the 
solution by transforming the variables according to 
a general transformation initiated by Fock. 

We go over into Fock's hyperspace through the 
substitutions 

p = tan (1p/2) , p' = tan (1p' /2). (22) 

Equation (20) is thus transformed to 

(oc + f3 cos 1p)v(1p) 

v )jdrv PI(cos (J')V(1p') (23) = - (1 + cos 1p ~~ , 
2772 4 sin2 «1/2) 

where 

V(1p) = u[tan (1p/2)]/cos4 (1p/2), 

oc = (3 - E"2)/2, f3 = (l + E"2)/2, V/2172 = A/417C, 

and 0 is the angle between two unit vectors (in 
the four-dimensional space) of polar angles (1p, 0, 0) 
and ('11/, e', rp'); dD.' is now the four-dimensional 
solid angle. 

We now attempt a solution of (26) in the following 
form: 

The functions P~~k,I(COS 1p) are related to the 
Gegenbauer polynomials C~ and to the associated 
Legendre polynomials in a simple manner [see Eqs. 
(A4), (AS)]. 

We now substitute (24) in (23) and note that 

jd
{V P~:~( cos 1p')Pl( cos (J') 1 (2) 
~~ ----'-"-'---'------'--'------"''---------'- = /I, P (cos 71) (24') 

4 sin2 (0/2) n n,l 7 ' 

with 

(24") =--
n + 1 

The particular result given in Eq. (24') is a conse­
quence of the general theorem due to Hecke on 
integral equations satisfied by hyperspherical har­
monics. For completeness we have stated the theorem 
in the Appendix [see Eq. (A6)]. 

Using (24) and noting the recurrence relation 

cos 1pP~~~(cos 1p) 

= (n + 2)(n - I + 1) p(2J + n(n + I + 1) p(ZJ 

2(n + 1)2 n+l,1 2(n + 1)2 n-I,l' 

(25) 

we obtain (24) as a solution of (23), the coefficients 
ak being determined by 

ak ( oc - n + ~ + 1) 
a (n + k + 1)(n + k - 1)(f3 _ __ V_) 

+ k-I 2(n + k)2 n + k 

(n + k + l)(n + k + I + 2) 

+ GHI 2(n + k + 2)2 

X (f3 - v ) = 0. (26) 
n+k+2 

This is a second-order difference equation; the 
criteria for the existence of solutions to this difference 
equation determine the energy-eigenvalue problem. 
The condition is given in terms of the following 
infinite-continued fraction I8

: 

(27) 

MI 

where M k , L k , and Kk are the coefficients occurring in 
Eq. (26), 

Mkak+1 + Lkak + Kkak-l = 0. (28) 

Without elaborating on this condition any further, 
we simply note that if we neglect terms of order 
/k/ 2/m in oc and f3, then the equation is satisfied by 

v( 1p) = P~~~( cos 1p), 

18 L. M. Milne-Thomson, The Calculus of Finite Differences 
(Macmillan and Co., Ltd., London, 1951), Chap. 17. 
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with 

whence 
(29) 

(30) 

Thus in this particular case we arrive at the con­
clusion that the scalar Bethe-Salpeter equation admits 
an 0(4) symmetry, and energy values are given by (30), 
leading to the accidental degeneracy ofthe Schrodinger­
hydrogen-atom type. 

We now consider the case when the mass of the 
exchanged scalar meson is nonvanishing. Thus we 
consider Eq. (21) and treat it in the zeroth-order 
approximation. To generate the higher terms, we have 
first to solve the following equation: 

(a + flcos tp)v(tp) 
y (1 )1 Ar.' Ptc cos O')v( tp') = - + cos tp ~u 

77T2 8'-So 4 sin2 (0/2) 

+ tt,u,(1 + cos tp)2V(tp), (31) 

where S' and So are portions of the hypersphere into 
which 0' and 0 0 are transformed. Substituting (24) 
in (31) and noting that 

1 dO' P~~~(cos tp')PI(COS 8') = Anp~2:(cos tp) (32a) 
8'-So 4 sin2 (0/2) . 

with 

An = (27T)~JHOdX P~~~(x)(l - x
2
)! 

ret) -1 2(1 - x) 

= [27T2/(n + 1)] - 47T,u.(l + cos tp) + O(t-t~), 
60 = 2,u: cos4 (tp(2), (32b) 

we get the following recurrence relation to determine 

the coefficients ak : 

Lka k+2 + Mkak+l + Nkak + Qkak-1 + Rka k-2 = 0, 

where Lk , M k , Nk , Qk' and Rk are given in the 
Appendix [see Appendix,' Sec. A5]. 

This leads to a fourth-order difference equation; 
the general solution now becomes extremely involved. 
We refrain from studying this equation any further 
here. In the next section we discuss and obtain the 
solutions of pion-nucleon problem, using the methods 
developed in this section. 

4. SOLUTION OF THE PION-NUCLEON 
BETHE-SALPETER EQUATION 

We shall now study the solution of pion-nucleon 
Bethe-Salpeter equations (16) by employing the 
techniques discussed in the previous section. As 
before, we perform a power-series expansion of the 
function in the form 

X(p2) = A(e) + B(e)p2, 

where A and B are functions of energy and go over into 
Fock's hyperspace by means of the substitutions (22). 

If we further define 

G(tp) = g[tan (tp(2»)(cos6 (tp!2), 

F(tp) = f[tan (tp/2)]/cos6 (tpI2), (33) 

the transformed equations, on retaining only the 
most singular part of the potential as before, take the 
following form: 

«(1 + a cos tp + fl cos2 tp)[(l + cos tp)G(tp) ... r sin tpF( tp)} 

= Alr[,u(1 + cos tp)fdQ' (1 + cos tp')G(tp')PI(COS 8') 
27r2 4 sin2 (0/2) 

+ 2r fd(f {(1 + cos tp) sin tp'Pt(cos 8') - sin tp(1 + cos tp')PII_l(COS8')}F(tp')] (34a) 
(r2 + 1) 4 sin2 (0/2) , 

«(1 + a cos tp + fl cos2 tp)[r(1 + cos tp)F( tp) - sin tp G( tp)] 

Al [ (1 + )fdr., (1 + cos tp')F(tp')Pl+1(cos 8') = - -,u cos tp ~t; 
27r2 4 sin2 (0/2) 

+ 2r fdQ' {(1 + cos tp) sin tp'Pl+1(cos 8') - sin tp(1 + cos tp')PI(COS8')}G(tp')] (34b) 
(r2 + 1) 4 sin2 (0/2) , 

where 
Al = rJ(I)( - )lg2/87T, (35a) 

_ (152 
- 1)(15 + 1) (1 + 153)(1 - e2

) (1 + d) (1 - - - ~-'---'-

d2 2152 15' 

fl = (1 + d) + (1 + da)(1 - e
2

) _ (1 + 15)(1 + 152
) 

15 2152 d2
' 

(35b) 
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This pair of equations is very similar to the corre­
sponding equations one obtains in treating, in 
momentum space, the Dirac electron in an external 
potential. We are thus tempted to assume the following 
types of solutions, given by infinite series of 0(4) 
spherical harmonics: 

To obtain the solution of our Bethe-Salpeter 
equation for the case j = I - t, we replace I by I - I 
everywhere in the above expressions. Hence the rhs 
of (35a) should read 1](/)(-Y-lg2/87T. Combining 
these two cases, we then see that the effective coupling 
strength is 

(f) • _! -(1+%) 
Al == Ai = (- )i-!1](J)g2/87T (37) 

F(tp) = Laksin tpPv+k+l(cos tp), 
k=O 

for a channel specified by (j, J), and further that 

G() ~ b . -l p-U+!l( ) tp = £., Ie Sin tp v+k+l cos tp . (36) v = n + j + t; n ~ O. (38) 

!c=o 

Since each of Pn I'S in Eqs. (36) should be non­
vanishing, we then' have v = n + 1+ 1, where n ~ 0 
[see equation connecting C~'s and P~'s in the Appen­
dix, (A5)}. 

We now substitute the expressions for F and G 
given by Eqs. (34a) and (34b). With proper use of 
Hecke's theorem [see Eq. (24)] and the recursion rela­
tions [see Eqs. (A3)], we obtain the following pair of 
recurrence relations between the coefficients ak and bk : 

(JAW + (v + k - 1 + 1)[IXA(l) + p{v + k -/ + 2) AU) + p(v + k + 1 + 2) A(ll] 
Ie 2(v + k + 2) HI 2('1' + k + 3} H2 2('1' + k + 1) k 

+ (v + k + I + 1)[C(A(~ + p (v + k - 1) A(1) + P (v + k + I) A(1) ] 
2('1' + k) k 1 2('1' + k + 1) k 2(v + k _ 1) k-2 

=rk[ { Lll
b

) +(v+k+l+l)Ll(bl +(v+k-l+1)Ll(bl} 
1 fl (v + k + 1) 2('1' + k)2 k-I 2(v + k + 2)2 HI 

r { ak - 1 + 2ak ak+! t] 
+ (r2 + 1)('1' + k + 1) (v + k)2 (v + k)(v + k + 2) + (v + k + 2)21 ' 

(39a) 

(JA(2) + (v + k + I + 2)[IXA(~ + P (v + k + 1 + 1) A(~ + p (v + k - 1 - 1) A(2)] 
k 2('1' + k) k 1 2(v + k _ 1) k 2 2('1' + k + 1) k 

+ (v + k - l) [IXA(~) + p (v + k + 1 + 3) A(2) + p (v + k - 1 + 1) A(2)] 
2('1' + k + 2) HI 2(v + k + 1) k 2('1' + k + 3) k+2 

= k[- { Lli
a

) + (v + k + I + 2) Ll (a) + (v + k - 1) Ll (a) } 

1 fl (V + k + 1) 2('1' + k)2 Ie-I 2('1' + k + 2)2 HI 

+ r {(v + k + I + 1)('1' + k + I + 2) b 
(r2 + 1)('1' + k + 1) (v + k)2 k-I 

2('1' + k - 1)('1' + k + I + 1) b (v + k - 1)('1' + k - I + 1) b }] (39b) 
+ (v + k)(v + k + 2) Ie + (v + k + 2)2 k+! . 

The various symbols Ak and ilk which occur above are functions of the coefficients ale and ble . These are given 
by the following relations: 

A (I) 1 [f b 1 
k = ble + ale+! + (v + k -.] + 1) Hd - [ra k - 1 - (v + k + 1 + 1)bk - 1 ], 

2('1' + k + 2) 2(v + k) 

(2) (v + k - I) 
Ak = rak + Wa k +! + (v + k - I + 1)bH11 

2('1' + k + 2) 

+ (v + k + 1 + 2) [rak-I _ (v + k + 1+ l)bk_d, (40) 
2('1' + k) 

A(a) = [a + (v + k + I + 2) a + (v + k - l) a ] 
Ie k 2(v + k) Ie-I 2('1' + k + 2) HI , 

A(.b) = [b + (v + k + 1 + 1) b _ + (v + k - 1+ 1) be J. 
k Ie 2('1' + k) Ie 1 2('1' + k + 2) k, I 
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5. EIGENVALUE PROBLEM AND ACCIDENTAL 
DEGENERACY 

Equations (39a) and (39b) can now be used to 
determine all the coefficients ak and bk . The energy­
eigenvalue problem is determinate and is obtained as 
a compatibility determinant for the existence of 
solutions for ao, bo, etc. We first note that 

A(a) _ A(b) - AU) - A(2) = ° k = -2 -3 ... 
Uk - Uk - k - k' ". 

In order to find the energy-eigenvalue problem, we 
put k = -3 and -2 in Eqs. (39) and obtain the 
following set of linear homogeneous equations for 
the determination of ao, bo, and 

Co == f3 [ra l + (v - 1+ l)bd: 
2(v + 2) 

rao + (v - /)bo = 0, 

(f3r + A;/l-/2v)ao + (v -I)co = 0, (41) 

(f3 - A;ft/2v)bo + Co = 0. 

The compatibility requirement for the nontrivial 
solutions of ao, etc., is 

Aj /l-r 2 - 4f3vr - A;ft = 0. (42) 

One can continue this process and obtain higher­
order compatibility determinants for the homogeneous 
equations which determine the coefficients aI' bl , etc. 
It can be shown that these compatibility determinants 
are zero if condition (42) is satisfied (see Appendix, 
Sec. 6). The eigenvalue equation (42) leads to a compli­
cated higher-order algebraic equation in r (even in 
the equal mass case), which we can study adopting 
numerical methods. However, if we make the simpli­
fying assumption that the interacting particles have 
equal masses (15 = I) and that the binding energy is 
small, then (42) reduces to a quadratic equation 

A;ftP + 8vr + A;ft = 0, (43) 

where A; is given by (37) and v by (38). Note that r 
is positive and greater than unity [see Eq. (17)]. Thus 
we look for that root of (43) which is positive and 
greater than unity. This is possible only when A; < 0. 
In such a situation, when the potential is attractive, 
the above equation possesses an admissible solution, 

r = [v + (v2 - ~2)!]/;:, (44) 

where A = tft IA;I, ft = I, and we have the restriction 
X < I, so that 

r>l, v=I,2, .. ·. (45) 

We shall see later that this condition is also necessary 
for the convergence of the series for G('1J) and F(1p) 

[Eqs. (36)]. As a result, for the following states 
characterized by 

j = t, t, .. " 1= t, 
j = t, t, .. " 1= t, 

we have discrete energy spectra. The discrete energies 
of the spectrum are given by . 

€ = [I - ~2/(n + j + t)2]!, (46a) 

with II = 0, I, 2, ... , 

x = g2j321T, 1= t, 
X = g2/161T, 1= t. (46b) 

We thus obtain the (t, t), (t, t) states as possible 
bound states and also conclude that the Ct, t) state is 
more strongly bound than (t, t). There may be many 
more excited bound states corresponding to various 
values of n. There is no experimental knowledge of 
these states at present. 

Equation (46) further shows that the Si and Pi 
nucleon states are degenerate. This is akin to the 
accidental degeneracy one encounters in the Dirac­
hydrogen atom problem. The existence of the degen­
erate Si and Pi nucleon states should be. compared 
with the results for the bound-state solutIOns of the 
fully covariant Bethe-Salpeter equation by Rothe. ls 

Rothe finds that not only are the Si (0+ -channel) and 
Pi (L-channel) states nondegenerate, but. also. that 
the solutions to the Bethe-Salpeter equatIOn In Pi 
state are abnormal in that they correspond to discrete 
negative-energy spectra. Further, these abnormal 
solutions are related to the normal S! Bethe-Salpeter 
solutions corresponding to a positive-energy discrete 
spectrum through the existence of a generalized 
MacDowell symmetry. This states that if <p(A, €) is a 
solution of Bethe-Salpeter equation with E = € for 
the channell±, then <p(A, - €) is also a solution of the 
Bethe-Salpeter equation for (/ ± 1)'1' channel with the 
same coupling strength. This is a consequence of 
the full Lorentz symmetry of the covariant Bethe­
Sal peter equation. The existence of an abnormal solu­
tion may be attributed to the presence of the relative 
time in the fully covariant equation, which may be 
regarded as a new degree of freedom in the equation. In 
the present case, as we work in the instantaneous 
interaction approximation, this eliminates the extra 
degree of freedom from our modified Bethe-Salpeter 
equation. As a consequence, no abnormal solutions 
are present in our problem. The MacDowell19 sym­
metry in the covariant case removes the accidental 
degeneracy we note in our solutions. 

'9 S. W. MacDowell, Phys. Rev. 116,774 (1959). 
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Finally we must check the convergence of our 
series for G(1j!) and F(1j!), given by (36). Equations (41) 
and (44) show 

lao/bol ~ O(X), 

where X < I and is given by (46b). This indicates a 
possible identification of F and G as the small and 
large components. The ratio lak/bkl are all found to be 
of the order of X. In addition we find, for example, 
from (39) and (41), 

Ibi/bol ~ 0(X2). 

This shows that the two series can be convergent 
only when X < I, a condition which is also necessary 
for the existence of the physically admissible solutions 
of (43). Hence we have convergent eigensolutions 
only if the coupling is weak and an accidental degen­
eracy in the energy spectra of the pion-nucleon 
Bethe-Salpeter equation emerges as in the case of 
Dirac-hydrogen atom problem. Our result is similar 
to that obtained by Tiktopoulos,20 who showed that 
the Bethe-Salpeter equation for the positronium 
bound state exhibits a SchrOdinger-type degeneracy 
in the weak coupling limit. 

It is interesting to note that if the pion-nucleon 
coupling X, given by (46b), is large, Eq. (46) leads to 
unphysical values of the total energy and the corre­
sponding wavefunctions G(1j!) and F(1j!) both diverge. 
This is probably a feature of the noncovariant 
approximation used in our treatment whose full 
implications are not easily discernible. The non­
existence of Bethe-Salpeter solutions for large coupling 
could be due to the retention of only the ladder 
diagrams in the interaction kernel; this may not be a 
valid approximation for large coupling strength. This 
type of nonanalytic behavior of the wavefunction 
with coupling constant has also been noted by Datta2I 

in different connections. 
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APPENDIX 

1. Derivation of Equation (13) 

To obtain the angular-momentum eigensolutions, 
we first set the small components equal to zero. Now 

20 G. Tiktopoulos, J. Math. Phys. 6. 573 (1965). 
tl K. Datta, Ph.D. thesis, Brandeis University, 1966. See, how­

ever, W. Kohn and C. Majumdar, Phys. Rev. 138. AI617 (1965) 
for a nonrelativistic model in which the analytic dependence of 
the bound-state energy on the coupling constant is smooth in the 
transition to the continuum .. 

from standard theory of angular momentum we can 
write the two-component wavefunction 1j!ill for 
j = 1+ t as 

1j!ill = ms~UC(I, t, 1+ t;,u - m., ms)yr-m'xm" 

(Al) 

where X denotes the spin-t wavefunction. Setting 
,u = m + t, we have 

1j!'m L= (I + m + l)\m(l) + (/- m)!Y1n+l(O). 
1, H \ 21 + 1 I 0 21 + 1 I 1 

Hence we attempt to write rp;.m+! for j = I + t as 

( 

(k)(l + m + 1)! 
gl 21 + 1 

(I - m)! 
gz(k) 21 + 1 

(A2) 

where gl and gz are to be found from Bethe-Salpeter 
equations. Since conservation of parity in pion­
nucleon system demands that there cannot be any 
transition from I = j + t to I = j -L we have that 
a· L is a good quantum number; hence from (A2) 
we find easily that 

leading to 

In our case we choose the normalization such that 
gl = -g2 = g. Thus we get Eq. (13) for rp+. The 
equation for rp- can also be obtained by an argument 
parallel to that of Dirac equation. 

2. The Recursion Relationszz 

xP~ = (2v + l)-l{(,u + V)P~_l 
+ (v - ,u + l)P~+l}' 

(1 - x2)!pe = (2v + l)-l{petI - P~!D. (A3) 

-(1 - xZ)!pe+l = (2v + l)-l{(V + ,u)(v +,u + l)pe-l 

- (v - ,u)(v - ,u + l)Pe+1}' 

3. The P~~)I Functions 

The P~~\ functions used are simply related to the 
Gegenbauer polynomials C~: 

(2) 1. I 1+1 
P n lcos 1p) = -- Sill 1pCn _ I(COS ",). (A4) 

, n + 1 T 

22 W. Magnus and F. Oberhettinger, Formulas and Theorems for 
the Special functions of Mathematical Physics (Chelsea Publishing 
Company, New York. 1949). 
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The corresponding relation with the associated 
Legendre polynomials is given by23 

m! C;;. = f(A + t)(n)mi(x2 - 1)!-A/2Pi:A;._i(X). 

(AS) 

4. Heeke's Theorem23 

Let F(x) be a function of the real variable x which 
is continuous for -1 ~ x ~ 1, and Yn(~) be any 
general surface harmonic of degree n. Then, for any 
unit vector 1'), 

where 

Nk = OC - v + /1.(t/4 - 2V/1T) 
n+k+l 

X {I + (n + k + 1 + l)(n + k - 1) 
4( n + k + 1)( n + k) 

+ , (n + k + 1 + 2)(n + k - 1 + I)} 
4(n + k + l)(n + k + 2) 

Q _ (n + k + l)(n + k - 1) 
k - 2(n + k)2 

X {fJ - _v_ + 2/1.(t/4 - 2V/1T)}, 
n + k 

Rk = (n + k + l)(n + k - l)(n + k - I - 1) 

4(n + k - 1)2(n + k) 

X /1.(t/4 - 2,'/1T). 

An = 21Ti (a+1)n!(q -I)! 

f(q: l)(n t q - I)! 

X f/(X)C~2(X)(1 - x2)i(a-ll dx. 

6. The Compatibility Condition 

Higher-order determinants, for example, for the 
determination of ao, bo, aI, bI , CI == [fJ/2(v + 3)] X 

[ra2 + (v - 1+ 2)b2], can be reduced to the 
(A 7) following: 

5. The Various Coefficients Lk ... Rk 

Lk = (n + k + 1 + 3)(n + k + 1 + 2)(n + k + 1) 

4(n + k + 3)2(n + k + 2) 

X /1.(t/4 - 2V/1T), 

Mk = (n + k + l)(n + k + 1 + 2) 
2(n + k + 2)2 

X [fJ - v + 2/1.(t/4 - 2V/1T)], 
n+k+2 

23 Higher Transcendental Functions, A. Erdelyi, Ed. (McGraw­
Hill Book Co., Inc., 1953), Vol. 2. 

- ~(fJf + ).i/1) fJ {Jf 
f 2v 

(fJ _ A~f) fJ {Jf 

Bo(v, f) ({J - Ai/1
f 

) - (fJf _ Ai/1) 
v+l v+l 

= ({J/f)(A;/1f2 - 4{Jvf - A;/1) 
X (A;/1f2 + 2fJ(v + l)f + A;/1), 

where we have used (41) and (39). 
The vanishing of the determinant is thus guaranteed 

by the condition (42). This process can be continued 
to any order. 
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An alternative formulation of a general theory of observables is presented, which contains as special 
cases the systems proposed by Segal and Mackey. The basic properties are developed, and the exact 
relations to the aforementioned systems are deduced. 

INTRODUCTION 

Since the work of von Neumann in the thirties on the 
foundations of classical quantum mechanics, which 
lay dormant for the next 20 years,1-3 the subject has 
been approached in two distinct abstract ways, 
initiated by Segal4 and Mackey.5 These axiomatic 
systems have several common features, but diverge at 
certain points in an essential way~for example, in 
Segal's system, one obtains a profusion of states, 
while in Mackey's their existence has to be postulated. 

The purpose of this work is to propose and study a 
system of axioms designed to cover both approaches 
and still be rich enough to produce a reasonable 
theory. Further, it is based upon primitive concepts 
which, in the writer's opinion, are closer to the 
operational use of the various terms, thus perhaps 
achieving a more universal validity. These concepts 
are (i) the possibility of forming functions of ob­
servables, which is supposed to interpret the applica­
tion of functions to the measured values of an 
observable, and (ii) the description of states through 
expectation value functionals, since itis the expectation 
value of an observable that one is trying to evaluate 
by measurements. We restrict attention to continuous 
functions of observables, first, because this seems to be 
the minimal class of functions one can work with 
effectively and, second, in order to avoid possible 
ambiguities in case of uncertainties in measuring. In 
the first part, we describe the system obtained and 
deduce its basic properties, showing that it contains 
as special cases the systems of Mackey and Segal. 
The second part is devoted to the development of a 
special system in order to obtain the exact connection 
to the work of Mackey. The relation to Segal's system 
is also discussed there. A construction of "glueing 
together" a set of vector spaces, required in order to 
explore the existence of states, is given in Appendix A. 

1 J. von Neumann, Mathematische Grundlagen der Quanten­
mechanik (Julius Springer-Verlag, Berlin, 1932). 

2 J. von Neumann, P. Jordan, and E. Wigner, Ann. Math. 35, 29 
(1934). 

3 J. von Neumann and G. Birkhoff, Ann. Math. 37, 823 (1936). 
4 I. E. Segal, Ann. Math. 48, 930 (1947). 
5 G. W. Mackey, The Mathematical Foundations of Quantum 

Mechanics (W. A. Benjamin, Inc., New York, 1963). 

Appendices Band C contain certain special results 
needed in the main parts. 

I. THE GENERAL SYSTEM 

A. The Axioms 

We assume the existence of a nonempty set .AL of 
objects, which we shall call observables, and that the 
algebra So of continuous functions from the reals to 
the reals acts on .At, to produce elements of .AL. We 
shall write I(A) for the result of applying IE:F to 
A E ,M" and we assume the following: 

Axiom 1: Let j;(A) = gi(B), i = 1, 2, .. " and 
suppose that the supports of the set {j;} and those of 
the set {gi} form locally finite systems. Then 

C~/i)(A) = C~gi)(B) and (fd2)(A) = (glg2)(B). 

Axiom 2: Let 0 denote composition of functions. 
Then, for any I, g E:F and A E .AL, we have 

(j 0 g)(A) = l(g(A». 

Axiom 3: Iff(A) = I(B) for all bounded IE So, then 
A = B. If 0, 1 denote the constant functions x -->- 0, 
x -->- I, x real, then O(A) = O(B) and I (A) = I (B) 
for any A, BE.AL. 

Remarks: The purpose of Axiom 1 is to allow us to 
introduce consistently the structure of an algebra on 
U(A) I I E:F} (see Sec. B). The reason for including 
infinite sums is technical, but as it is desirable to avoid 
introducing from the beginning any topology on the 
observables or on :F, we restricted attention to infinite 
summations under which :F is closed for algebraic 
rather than topological reasons. For a sequence j; 
whose supports form a locally finite system (i.e., a 
class of sets such that each point has a neighborhood 
intersecting finitely many of the sets in this class), this 
is quite clear. 

We first show that the axiom systems of Mackey5 

and Segal4 satisfy the above axioms. 

2114 
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Theorem 1: The axiom system of Mackey satisfies 
the above axioms. 

Proof: Recall that an observable in the Mackey 
system is a a-homomorphism A from the Borel sets of 
the real line into a given logic L. Thus it is determined 
by its values on the interval (- 00, r) where r is 
rational. Also recall that f(A) is defined as the (1-

homomorphism A 0 f- 1 (composition). We write for 
convenience {j < a} for {x If(x) < a}. Now assume 
that A 0 fil = B 0 gil for i = 1,2, ... , n. Since 

and A, B are a-homomorphisms, we obtain 

(A 0 c~/ir)( - 00, r) 

= Ut~(A o f;-l) ( - 00, fl;) li~fli < r, fli rationals} 

= Ut~/B 0 g;:l) ( - 00, fli) ! i~/.ti < r, fli rationalS} 

= (B 0 (~I gJl) ( -00, r) 

and hence 

Since 
OC! n 

'IJi=lim'IJi 
i=l n4C() i=l 

and similarly for Z':I gi' let 

!;(A) = g;(B), / = lim fi, g = lim gi 
i-+OCJ i-+oo 

and use the relation 

{~im fi < r} = U n .n {Ii < fl, fl rational} 
1.-+00 p,<rn=l1.>n 

to obtainf(A) = g(B). Analogous arguments for the 
product yield Axiom 1. Axiom 2 follows from 
(fo g)-I = (g-1) 0 (j-I). For Axiom 3, letj = Ii':I/;' 
wherej(x) == x and the/; are bounded and continuous 
with supports forming a locally finite system, to 
obtainj(A) = j(B), and hence A = B Isincej(A) = A 
in Mackey's system]. Finally, if c is the function 
x --+ c, we have 

c-1(E) = R, if c E E, 

= 0, if c 1=E, 

where R is the real axis. Thus c(A) (= A 0 c-I ) maps 
E on the largest (smallest) element in L if C E E 

(c ¢ E). This is independent of A; hence Axiom 3 
holds. 

Theorem 2: The axiom system of Segal satisfies the 
above axioms. 

Proof: This follows from the functional representa­
tion theorem of Segal. The only abstruse part is 
Axiom I, which involves infinite sums. But as the 
spectra of A, B are compact and the supports of fi , 
g; form locally finite sets, the ~ ~ries becomes finite 
sums 

(summing in Segal's sense), so that the axiom does 
hold. 

B. The Algebraic Structure on .At., 

Axiom 1 allows us to introduce an algebraic struc­
ture on each set .:t(A) = {j(A) ifE.:t}, A fixed in 
.A(" in the obvious way. We define 

whenever the supports of the functions f; form a 
locally finite system, and we define fl(A)};(A) as 
(jdz)(A) for any functions iI' /2 E.:t. By Axiom 1 
this is consistent, and .:t(A) becomes an algebra with 
zero element e = O(A) and unity 1= leA). 

It is clear from Axiom 1 that the above algebraic 
structure is consistent on any intersection, n;=1 .:t(A;). 

We shall need the following: 

Proposition 1: Letfn(A) = 8, n = 1,2,"', with 
the supports of the fn forming a locally finite set, and 
let f = Z:=l fn· Then f(A) = 8. 

Proof: Take any h E:F and consider a partition of 
unity, Z;:1 g n = 1, so that h = Z:=1 hn with hn = 
hgn· We then have fn(A) + hn(A) = hn(A) since 
inCA) = 8, i.e., Un + hn)(A) = hn(A). Hence 

ntUn + hn)(A) = C~lhn )(A) = h(A) 

or 

C~/n )(A) + h(A) = h(A) or f(A) = e. 

Proposition 2: For any A E .A(" we have j(A) = A, 
where j(x) == x. 

Proof" Since f 0 j = i, we have that f(j(A» = f(A) 
for allf 
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c. The Spectrum of an Observable 

We shall write 0 sic E to mean that, for all x, we 
have 0 s/(x) s XE(x), where X E is the character­
istic function (indicator) of the set E. 

Definition 1: An open set V is "A-null" if, for any 
IE:F such that 0 sic V, we have/(A) = 8. 

Proposition 3: Let V, V, Vi (i E J) be open. If 
V s; Vand V is A-null, so is V. If each Vi is A-null, so 
is their union. 

Proof" The first is obvious. Now we can write 
UiE! Vi as a countable union U::1 Vn of a locally 
finite system V,,, such that each Vn is contained in 
some Vi because the real line is separable; then all 
Vn are A-null. Now take a partition of unity 

00 

2:,fi=1 
n=1 

subordinate to Vn, i.e., 0 Sin C Vn. If 

we have 
00 

f=2:,ffn, 
,,=1 

so that I(A) = 8 by Proposition 1. 

Corollary 3.1: If ICA) = 8, then {x /I(x) ~ O} is 
A-null. 

Proof" We may assume that 12 0, since 12(A) = 
I(A)2 = 8 while I(x) and l(xF vanish for the same 
values of x. Let Vn = {x I/(x) > lin}. If 0 S g c Vn , 
we define hex) as g(x)/f(x) if g(x) ~ 0 and as 0 if g(x) 
vanishes; then h is continuous and g = hf Thus 
g(A) = I(A)h(A) = 8 and Vn is A-null. But 

00 

{xlf(x)~O} =UV" 
n=1 

and thus is A-null. 

Definition 2: The "spectrum" aA of A E .A(, is the 
complement of the union of all A-null open sets. 

Thus, aA is the smallest closed set whose comple­
ment is A-null. 

Proposition 4: For any IE:t, A E.A(" we have that 

a/(A) <;; l(aA). 

Proof" Let V be open, V nl(aA) = 0; then 
f-l(V)naA= 0.IfOSgc V,thenOsgo/c 
I-IV; hence (g of)(A) = 8 becausef-1V is an A-null 
set. Thus g(j(A» = 8 and therefore V is an I(A)-null 
set, so that V n a(j(A» = 0. Taking for V the 
complement of the closure of l(aA) , we obtain the 
result. 

Proposition 5: We have A = 8 iff aA S {O}. 

Proof" Since 8 = O(A), we have 0'8 S O(A) = {O}. 
Suppose that aA S {O}. Write 

00 

(-00,0) U (0, + 00) = U Vn , 

where the Vn form a locally finite system with com­
pact closures, and take a partition of unity 

00 00 

2:, fn = 1 on U Vn · 
n=1 n=1 

Then In(A) = 8, while j = 2:,':=1 jln so that 

00 

A = j(A) = 2:, j(A)fn(A) = 8. 
n=1 

Corollary 5.1: If 0 sl s g and g(A) = 8, then 
f(A) = 8. 

Proof" If g(A) = 8, then {x I g(x) ~ O} is A-null; 
but {x I/(x) ~ O} s; {x I g(x) ~ O}, and hence is also 
A-null. Thus II aA = 0 or ICaA) = {O} and hence 
af(A) S {O} or I(A) = 8. 

Proposition 6: For any IE:F and A E .A(" we have 

l(aA) s; al(A). 

Proof" Take x E/(aA); then, for any open interval 
V containing x, we have V nl(aA) :F 0 or (I-IV) n 
aA :F 0. Thus there exists an hE:F with compact 
support such that 0 She f-1V and h(A) ~ O. Be­
cause there exists some h E :F with this property, and 
by Proposition I, we may assume h to vanish on all 
but a single component off-IV, say W. Now write W 
as a union of a locally finite countable covering of 
open bounded sets, and let hn be a partition of unity 
subordinate to it. Then some hn(A)h(A) is not 8, and 
we may take it to be h. By Theorem 25 of Appendix 
C, there exists agE:F such that 0 S g c V and 
h S g of Then g(j(A» :F 8 and therefore V is not 
I(A)-null; hence, U n a/(A) :F 0 and, as al(A) is 
closed, we have x E al(A). 

We restate Propositions 4 and 6 in the following 
way. 
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Theorem 3: For any f E.'F, A E .AL, we have af(A) = 

f(aA). 

We have also established in the previous arguments 
the following: 

Theorem 4: For any fE.'F, A E.AL, the observable 
f(A) is completely determined by the functionfl aA. 
The map f(A) ->- fl aA is an algebraic isomorphism. 

Definition 3: An observable is "bounded" if its 
spectrum is bounded, i.e., compact. 

We shall write $(A) for the set of bounded elements 
in .'F(A), and IIA II for sup Ix!. 

xEaA 

Proposition 7: If B = f(A)" then IIBII = sup Il(x)l. 
xEaA 

Proof" We have 

IIBII = sup Iyl = sup Iyl = sup Iyl 
YEaJ] YEU/(A) YE/(uA) 

= sup Iyl = sup If(x)l. 
IIE/(uA) "'EuA 

The next statement needs no proof. 

Proposition 8: The set $(A) is a subalgebra of .'F(A) 

complete under the norm B ->- IIBII and closed under 
the action of .'F. 

D. The Cone of Positive Elements 

Definition 4: An observable is "positive" if it is the 
square of some other observable. 

We use C(A) to denote the set of all positive ob­
servables in .'F(A). 

Proposition 9: The observable f(A) E C(A) iff 
fl aA ~ O. 

Proof" Letf(A) = B2; then af(A) = a(B2) =j2(B), 
hence af(A) S; [0, + (0), and thusf(aA) S; [0, + (0). 
Conversely, let f \ aA ~ 0 and consider any h on the 
reals extending I aA continuously with nonnegative 
values (Tietze's theorem). Then fl aA = (M I aA)2 
and/(A) = (M(A»2 so that/(A) is a square. 

Theorem 5: The set C(A) n $(A) is a proper cone 
in $(A), radial at I; the resulting ordering is 
Archimedean and 1 is a unit element. 

Proof" Clearly, I(A), g(A) E C(A) implies I(A) + 
g(A) E C(A) because of Proposition 9; similarly, 

Af(A) E C(A) for ). ~ O. Thus C{A) is indeed a cone. 
Now let Band -B be in C{A), B = f(A) , - B = g(A), 

so that f(A) + g(A) = 8. Then f(x) + g(x) = 0 for 
all x E aA and, as f(x) , g(x) are nonnegative on aA, 

we obtainfl aA = g I aA = 0, i.e.,f(A) = g(A) = 8, 
and C(A) is proper. Now take any f(A) E $(A) and let 
k be a lower bound of Ion aA. Then, for 0 ~ t ~ 
11 - kl-1 , we have (1 - t) + tf(x) ~ 0 on aA and, 
thus, (I - t)1 + tf(A) E C(A); i.e., C(A) is radial at 
I. To show that the ordering is Archimedean, suppose 
that -d ~/(A) ~ d for all € > 0; then Il(x)1 ~ € 

on aA for all € > 0 and therefore f(A) = 8. Finally, 
for any f(A) E $(A), we have -lll(A)11 1 ~f(A) ~ 
Ill(A)11 I, so that 1 is a unit. 

E. States 

Let $ = UAE.A{ $(A). 

Definition 5: A "state" is a map m from $ into the 
reals such that m I $(A) is linear for any A E .AL, 
m(A2) ~ 0 for any bounded A, and m(I) = 1. 

Write S for the set of all states. 

Proposition 10: If A is bounded, then Im(A)1 ~ IIAII. 

Proof' Let I(x) = IIAII - x and B = f(A); since 
fl aA ~ 0, we have g(A) = f(A) , where g(x) = 
max (O,f(x». As g ~ 0, the function h = g! is in .'F 
and thus B = h(A)2. Therefore m(B) ~ 0; hence 
meA) ~ IIAII. Replace A by -A to obtain meA) ~ 

-IIAII· 

Theorem 6: Let m be a state and .'F 0 the set of all 
bounded elements of .'F. Then the map rnA :.'Fo ->- R, 
given by mA(f) = m(j(A», determines uniquely a 
regular finitely additive probability measure!-lA on the 
ring of sets generated by the open sets in R such that, 
for any bounded f(A), we have 

m(f(A» = ff(X) d!-l.ix). 

This measure is supported by aA. 

Proof" ForfE.'Fo, we have 

I mA(!) I = Im(f(A»1 ~ IIf(A) II = sup If(x)1 ~ 11111",; 
il)€uA 

therefore the measure !-lA exists and is uniquely deter­
mined. Also, !-lA(R) = m(l(A» = m(I) = 1 and, for 
I ~ 0, we have !-lA(/) ~ 0, since 

1= g2 and m(g(A)2) ~ O. 
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Finally, if the support ofJis disjoint from aA, we have 
J(A) = 8 and, hence, mA(f) = 0, so that the support 
of f-tA is in aA. 

Definition 6: The probability measure f-tA is the 
"distribution of A in the state m." 

Note: Thus meA) is the expectation value of A in the 
state m, the points of aA being the various probable 
values of A. It is possible that for an unbounded A the 
expectation exists in the sense of the integral 

The interpretation of f-tA as a probability distri­
bution is justified because of the following: 

Theorem 7: For any set E in the ring generated by the 
open sets, we have f-tf(A)(E) = f-tA(J-IE). 

Proof: For any bounded g E.'F, we set B = J(A) 

and obtain m(g(B» = m«g 0 J)(A», so that 

fgdf-tB = f(gOf)df-tA' 

But this is equivalent to the above statement. 

Observe that the value of f-tA(U) (for open U) is 
given by sup {m(j(A» lOs J C U}. 

Remark: If we restrict attention to bounded ob­
servables only, then we see that automatically the 
measures associated to the states are countably addi­
tive because the spectra are now compact, and we 
obtain from Dini's theorem the countable additivity 
condition: IfJI '::::.h '::::. ... and infJn(x) = 0 for each 
x, then n 

lim f-tA(fn) = O. 

To study further the structure of S, we introduce the 
set b of all maps s: $, ->- R such that s I $,(A) is linear 
for each A and Is(B)1 S k IIBII for all BE;}) (k may 
depend upon s). Clearly b is a real vector space under 
pointwise operations, and 

Ilsll = sup Is(B)1 
13E.'1'> IIBII 

defines a norm on it. 

Lemma 1: The set S is a strongly convex subset of 
the unit ball in b. 

Proof: If mi E Sand ai '::::. 0 with I:I a i = 1, then 
m = I:I aimi (pointwise operations) is evidently in 
S. Further, Ilmil S 1 by Proposition 10. 

The weak topology on b is obtained by introducing 
the basis of neighborhoods 

N(so, E; AI, A 2 , ••• , An) 

= {s Ils(A i ) - so(Ai)1 < E, i = I,'" ,n} 

for the element so' 

Proposition 11: The space b, equipped with the 
weak topology, is locally convex Hausdorff. The unit 
balI is weakly compact, S is weakly closed in it and 
hence weakly compact. 

The proof is standard and we omit it. By the Krein­
Millman theorem we have the structure of S. 

Definition 7: A state is "pure" if it is an extreme 
point of S. 

Thus the states are obtained from the pure ones by 
mixing (convex combinations) and approximating 
(weak limits). 

F. Existence of States 

We shall now obtain a necessary and sufficient 
condition for the existence of states with desired 
properties. First, observe that, for a fixed A E .AL, the 
range of the map m ---->- meA) is contained in the 
interval [inf aA, sup aA). Since the map is continuous 
in the weak topology on S for which S is compact, we 
see that the set {meA) I m E S} is a closed subinterval 
of [inf aA, sup aA] (or perhaps empty). 

Consider the following: 

Axiom 4a: For any a E [inf aA, sup aA] there exists 
a state m such that meA) = a. 

First, we give an alternative formulation: 

Axiom 4b: For any open non-A-null set U, there 
exists a state m such that f-tA(U) = 1. 

To prove the equivalence, we need the following: 

Proposition 12: If Axiom 4b is valid, then IIAII = 
sup Im(A)I. 

Proof: Since Im(A)1 S IIA II, we only need the reverse 
relation. Take Xo E aA, E> 0, and let U = (xo - E, 
Xo + E); then we have a state m such thatf-tA(U) = 1. 



                                                                                                                                    

THEORY OF OBSERVABLES 2119 

Now, 

/m(A)/ = I I X dflA(X) \ 

= I Iv x dflA(X) I ;;::: /xo - E/ ;;::: IXol - E. 

Thus, 

IXol ~ E + sup Im(A)I, for any E > 0, 
mE8 

which proves the result. 

Theorem 8: Axioms 4a and 4b are equivalent. 

Proof" Assume Axiom 4a and take Xo E (aA) (l U. 
There exists an f E:F such that 0 ~ feU and 
f(xo) = 1. Then 1 = sup f(aA) = sup af(A) and, hence, 
there is a state m such that m(j(A» = 1. But then 
flA(U) = 1. Now assume Axiom 4b, and let [a, b] be 
the range of m -+ meA). By considering A - aI, we 
may assume a = 0 without loss of generality, so that 
meA) 2 0 for any state m. Now, if aA contains both 
negative and positive points, there exists by Theorem 
26 of Appendix C a function f E:F such that (i) 
-1 ~f(x) ~ 0 and the value -1 is taken on aA, and 
(ii) f(x) + 1 - d 2 ex for some e, d > 0. Then, if 
B = f(A), we obtain -BpositiveandB + (1 - d)/­
eA also positive; since meA) 2 0, we obtain 

-1 + d ~ m(E) ~ ° 
for all states m. By Proposition 12, we have IIBII < 1, 
while by Proposition 7, we have IIBII = 1. Thus we 
conclude that aA is nonnegative. But then, again by 
Proposition 12, we see that sup aA = b and, thus, the 
two intervals [a, b) and [inf aA, sup aA) coincide. 
Axiom 4a follows. 

Observe that Axiom 4a is equivalent to the appar­
ently weaker statement: If A ~ 8, then there exists 
a state m such that meA) = sup aA. 

We shall now translate Axiom 4 into a form which 
involves only the algebraic structure of the sets 
.'B(A) where A E .A(,. We observe that as vector spaces 
they form a coherent system (see Appendix A), and 
we can apply the ideas developed there. The cones 
C(A) (l .'B(A) are all radial at I, and it is obvious that, if 
f(A) ~ C(A), then there is a point Xo E aA at which 
f(xo) < 0; thus the map g(A) -+ g(xo) defines a 
positive functional on .'B(A) for which f(A) has a 
negative value. Thus the hypotheses of Theorem 24 
in Appendix A are satisfied. 

Theorem 9: Axiom 4 is equivalent to the statement: 
Every element in the sum IA (C(A) (l $(A» that 
is in .'B(B) is already in C(B). 

Proof" If this statement is valid, then the positive 
functionals on .'B(B) extend. Now take any a E [inf aB, 
sup aB] and define a functional p on the subspace 
.N' = multiples of I by p( cI) = c; this is positive. We 
can extend p to the subspace spanned by I and B, 
provided we assign to B a value between 

and 
sup {peA) I A E.N', A ~ B} 

inf {peA) I A E.N', B < A} 

[the ordering being the one induced by the cone C(B)], 
according to Appendix B. But, since A E.N' means 
A = c/, the relations A ~ Band B ~ A mean c ~ 
inf aB and sup aB ~ c; thus, cp can be extended to a 
positive functional on the subspace of $(B) spanned 
by I and B, provided we assign to B a value between 
inf aB and sup aB. Call this extension "p. Now "p is 
positive on a subspace of .'B(B) which contains the 
point I, at which the cone e(B) is radial; hence 
applying Theorem 3.3 of Ref. 6, we obtain an exten­
sion of"P to .'B(B). But then our hypothesis allows an 
extension to LA .'B(A), i.e., we obtain a state m such 
that m(B) = a. Now for the converse: Assume 
Axiom 4 and let B be an element in LA (C(A) (l $(A»; 
this implies that m(B) 2 0 for any state m. Now, we 
show that aB 2 o. If not, we find, as in the proof of 
Theorem 8, an element Rl E .'B(E) such that -1 + 
d ~ m(Rl ) ~ 0 for any state m, while -1 is in the 
spectrum of Bl . This contradicts Axiom 4, and, hence, 
the spectrum of B is nonnegative. 

In the following, we assume Axiom 4. 

Theorem 10: If Xo E aA, there exists a pure state m 
at which A is measured exactly (i.e., its probability 
distribution has zero variance) such that meA) = xo. 

Proof" The map f(A) -+ f(xo) is positive on .'B(A); 
hence, it extends to a state. Let 80 be the set of all 
its extensions. Clearly, 80 is a weakly closed subset of 
8 and, thus, is weakly compact; therefore it has an 
extreme point m. We shall show that m is an extreme 
point of 8. Let m = aIm! + a2m2, with ai ;;::: 0 and 
al + a2 = 1; the restrictions of ml , m2 to $(A) 
determine measures which must coincide with ftA 

blfcause this is evidently concentrated on {xo}. There­
fore ml , m2 E So and, as m is extreme in So, we have 
m = ml = m2 • Thus m is a pure state, and evidently 
A is measured exactly in it, since fl A is concentrated on 
{xo}· 

• J. L. Kelley and 1. Namioka, Linear Topological Spaces (D. 
Van Nostrand, Inc., New York, 1963). 
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II. SPECIAL SYSTEMS 

A. Algebraic Structure 

We now assume that :F consists of all finite Borel­
measurable functions from the reals to the reals and 
that their action on .A(, satisfies Axioms 2, 3, plus the 
stronger version of Axiom 1 stated below. Observe 
that Theorem 1 is still valid. 

Axiom 1': Let ~(A) = gi(B), i = 1,2, .. " and 
assume that 

00 00 

f = JJi' g = 2.. gi E :F. 
i=1 i=1 

Then/(A) = g(B), and U1h)(A) = (g1g2)(B). 

We aim at establishing an analogous theory and 
showing its exact relations to the Mackey system of 
axioms. Not all of the previous arguments are valid, 
because in: several we made essential use of the 
continuity of the functions in:F. Whenever we omit a 
proof, it is because only trivial (if any) changes are 
necessary to adapt the previous argument. 

First, observe that, as in Sec. LB, we obtain on each 
:F(A) a homomorphism of the algebraic structure 
of :F. 

Proposition 13: If In (A) = e and I = 2..~Jn E :F, 
then/(A) = e. 

PropOSition 14: For any A,j(A) = A. 

Proposition 15: If 0 $.1 $. g and g(A) = 8, then 
I(A) = 8. 

Proof' We can now directly define hex) as I(x)/g(x) 
for g(x) yI: 0 and hex) = 0 for g(x) = 0, to obtain 
hE:F and I = gh; then I(A) = g(A)h(A) = 8. 

By using Propositions 13 and 15, we have the follow­
ing by standard arguments: 

Theorem 12: The set of all A-null sets is a a-ideal in 
the a-ring of all Borel sets. 

We can now prove the following: 

Theorem 13: The observablef(A) = 8 iff {x If(x) yI: 

O} is A-null. 

Proof' As before, we may assume f ~ O. Suppose 
f(A) = 8 and let 

En = {x I (n + 1)-1 $.f(x) < n-1
} 

SO that XEn $. (n + l)f; but then En is A-null and, as 

ct) 

{x \/(x) yI: O} = U En' 
n=l 

we see that it is A-null. Conversely, if 

E = {x I!(x) yI: O} 

is A-null, we obtain from the relation f = jXE that 
I(A) = 8. 

B. Spectrum, Norm, and States 

Retaining the definition of the spectrum, we then 
have the following: 

PropOSition 16: For any A E.A(" (fA s {O} iff 
A = 8. 

Proof' By Theorem 13, we have A = 8 iff R - {O} 
is A-null; but this is open, and its being A-null means 
aA S {O}. 

We can now establish the analog of Theorem 4: 

The following result is very useful: Theorem 14: For any f, g E:F and A E.A(" we have 
I(A) = g(A) ifffl aA = g I o'A except on some A-null 

Theorem 11: An open set is A-null (according to set. 
Definition 1) iff Xu(A) = O. 

Proof' If Xu(A) = 0 and 0 s,f c U, then by 
Proposition 15 we obtain f(A) = e and thus U is 
A-null. Conversely, let U be A-null and consider a 
partition of unity 2..~1 In = 1 on U (with all fn zero 
outside U). Then In(A) = e and, as Xu = 1::'=1 In, 
we have by Proposition 13 that Xu(A) = O. 

Proof' We need only establish that f(A) = e iff 
II aA = 0 except on some A-null set. If II aA = 0 
except on the A-null set E, thenfX"A = fX"AXE and, 
since X"A(A) = I, we obtain f(A) = f(A)XE(A) = 8. 
Conversely, if f(A) = 8, we have by Theorem 13 
that f vanishes except on some A-null set and hence 
f I o'A likewise. 

Thus we can extend Definition 1 to the following: It is unfortunate that Theorem 3 is not valid in the 
present context, because proposition 6 may fail if 

Definition 8: A Borel set.E is "A-null" ifXE(A) = O. lis not continuous. However we have: 
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Theorem 15: For any fE:F and A E.AL, we have 

af(A) £ f(aA). Iffis continuous, then equality holds. 

Proof (after Gudder7): Consider any x E af(A) and 
any open U containing x; then Xu(j(A» ¥= 8 and 
hence J:r1 (U) ¥= 8 or f-I( U) ¥= 0. This means that 
x is in the closure of the range off, which implies that 
af(A) is contained in the clQsure of the range of f. 
Now take x Ef(aA) and let 

g(y) = f(y) , for y E aA, 

=x, for yt/=aA, 

so that g E:F and the range of g is contained in f( aA). 
Since fl aA = g I aA, we have f(A) = g(A); thus the 
spectrum of f(A) is contained in the closure of the 
range of g, hence in the closure off(qA). 

We 'also retain the definition of a bounded observ­
able and of the norm. We shall now establish a 
formula for IIAII analogous to that of Proposition 7. 
The essential supremum of a function is understood 
relative to the a-ideal of all A-null sets; we shall write 
it as A-essup. 

Lemma 2: If li(x)1 ~ M for all x E aA, then 
Ili(A)11 ~ M. 

Proof We have 

Ilf(A)1I = sup Iyl ~ sup Iyl ~ sup Iyl = M. 
1JEa/(A) YE/(aA) lyl:S M 

Thus we obtain: 

Lemma 3: If lim fn = funiformly on aA, then 
n_OO 

lim Ilfn(A) - f(A)11 = O. 
n-+oo 

Theorem 16: Let f E:F and A E..At,. Then, f(A) is 
bounded iff the function f is essentially bounded on 
aA; in such a case, 

Ilf(A)1I = A-essup If(x)l· 
:&EaA 

Proof First, takef of the form L:=I anXEn , with En 
pairwise disjoint, and let B = f(A). Then aB £ 

to, aI' a2, ... , aN} by Theorem 15. It is clear that 
an t/= aB iff En is A-null, because, for any small enough 
neighborhood U of an, we have f- I U = En. Thus 

sup Iyl = max {Ianll En not A-null} = A-essup If(x)l. 
YEaR :&E<1A 

7 S. P. Gudder. Trans. Am. Math. Soc. 119,428 (1965). 

Now we proceed to general f, and by the usual 
argument we assume f 2 o. Take a sequence of fn 
having the previous form such that 0 ~fn(x) ~f(x), 
which converges uniformly and increasingly to f(x). 
Then A-essup fn converges to A-essup f, and Ilfn(A)1I 
converges by the lemma to IIf(A)II. Therefore we have 
the desired equality. 

The results of Sec. I.D are carried over to tl).e present 
context with trivial changes in the arguments. 

We shall also retain the definition of a state. 
Theorem 6 holds, but now the ring of sets on which the 
probability measures are defined consists of all Borel 
sets. In fact, wehavedirectlythat,uA(E) = m(XE{A». 

Axiom 4b takes the following form: 

Axiom 4c: If E is not A-null, then there exists a 
state m such that ,uA(E) = 1. 

We shall omit the minor modifications necessary to 
adapt Sec. J. F. 

C. Simple Observables 

We shall now reduce the study of ..At, to the study 
of a proper subset. 

Definition 9: An observable is "simple" if it equals 
its square. 

We shall write C for the set of all simple observables, 
and C(A) for the set C n :F(A). 

Proposition 17 (Mackey): The three relations A = 
A2, aA £ to, I}, and A = XE(B), for some BE..At, 
and some Borel set E, are equivalent. 

Proof From A = A2 we obtain (j - P)(A) = 8, 
or that the spectrum of (j - F)(A) is contained. in {O}. 
Since j - F is continuous, we see that it maps aA 
into {O}. But only the set {O, I} has this property; 
hence aA £ to, I}. Conversely,. aA £ {O, I} implies 
F I aA =} I aA or peA) = j(A), i.e., A2 = A. Now let 
A = fCB) , so that f2 - f is zero on aB except on 
some B-null set F; then 

f(x)X.z,,,(x) = [f(x)XF.(x))2 

(where F' is the complement of F); hencef(x)XF'(x) = 
XE(x) for some Borel set E. Since XF(A) = 8, we 
have feB) = XE(B). The converse is obvious. 

Note: Observe that XE(B) = XF(B) iff the sets E, 
F differ by a B-null set. 
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The connection between an observable A and simple 
observables is contained in the following: 

Theorem 17: If ;X;R(A) = :r:R(B) for all Borel sets 
E, then A = B. 

Proof: Clearly, we havej(A) = j(B) forjoftheform 

where the Ek are pairwise disjoint. Now for a 
boundedj, we take a series offunctionsjn of the above 
form converging to f Then 

00 (L 

f(A) = I fn(A) = I fn(B) = feB) 
n=l n=l 

and hence A = B. 
Thus A is characterized by the map E --+ XE(A) 

from the Borel sets into C. Observe that each L(A) 
carries a natural structure of Boolean a-algebra in­
duced by the partial order: B ~ C iff B = XE(A) 
and C = Xp(A) imply that E s; F except on some 
A-null set (or equivalently, in view of Axiom 4c, 
m(B) ~ m(C) for all states m). 

Theorem 18: The map E --+ XE(A) is a a-homo­
morphism into L(A). Conversely, if E --+ Q(E) is such 
a a-homomorphism, there exists a unique BE :F(A) 
for which Q(E) = XE(B). 

Proof: The only thing to show for the first part is 
that XE(A) is the supremum of the elements :X:E,,(A) 
in L(A) under the assumptions that 

and the En are pairwise-disjoint modulo the A-null 
sets. But this is clear because the unions are countable, 
and the A-null sets form a a-ideal. For the converse, 
we write Q(E) = :X:s(p;)(A), where SeE) is unique 
modulo for some A-null set. All equalities of sets in 
the following will be understood modulo some A-null 
set. We shall show that E --+ See) is a a-homo­
morphism (modulo A-null sets). Let E n F = 0. 
Then, Q(E) + Q(F) = Q(E U F) and, hence, by 
squaring, we have 

Q(E) + Q(F) + 2Q(E)Q(F) = Q(E U F) 

or Q(E)Q(F) = 8. Hence, XS(R)()S(F)(A) = 8 and, 
thus, SeE) n S(F) = 0. Furthermore, we obtain 

XS(E)(A) + XS(F)(A) = XS(E) uS(F)(A), 

since SeE) n S(F) = 0, and hence XSLb'uP)(A) = 

XS(E)us(p,)(A), or SeE U F) = SeE) U S(F). We now 
show that in general SeE n F) = SeE) n S(F). We 
have SeE n F) U SeE n F') = SeE) and, as 

SeE n F') n S(F) = 0, 

we get SeE n F) n S(F) = SeE) n S(F); but 

SeE n F) s; S(F) 

and thus SeE n F) = SeE) n S(F). Finally, we show 
complete additivity: Assume 

Ei n E j = 0, for i ~ j, 

and compute. We have 

Xs(uEJA) = QCQIEn) = s~p Q(En) 

= sup XS(En)(A) = Xu s(EjA); 
n 

hence 

S(glEn) = n~l Seen)· 
Now, there exists a Borel functionj such that SeE). = 
j-1(E), which will be uniquely determined modulo 
some A-null set. Then 

Q(E) = XS(E)(A) = XF'(E)(A) = XE(f(A». 

Since the ambiguity onjis restricted to an A-null set, 
the element j(A) is uniquely determined. 

We recapitulate below the results we have obtained 
this far. 

A set L is given as the union of Boolean a-algebras 
Li (i varying in some index set); each Li is isomorphic 
to a quotient of the algebra of Borel sets on the real 
line by some a-ideal; the minimum and maximum 
elements of the various Li are common to all, and the 
system of the Li is "coherent" in the sense that 
Li n Lj is a Boolean a-subalgebra of Li and Lj , while 
on it the inherited structures coincide. An observable 
is obtained as a a-homomorphism of the Borel sets 
into some member of the system. 

Apropos, we remark that, starting with such a 
coherent system of Boolean a-algebras, we can define 
observables as a-homomorphisms of the Borel sets 
into some member of the system and the action of the 
Borel function f on the observable A to be A 0 j-1 
(composition); then Axioms 1, 2, and 3 hold, the 
proof being the same as in Theorem 1. The original 
set can then be recaptured as an isomorph of the 
set of simple observables. 

With regard to states, we have the following 
characterization: 
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Theorem 19: Each state is uniquely determined by 
its restriction to the set of simple observables. If 
Pm is the restriction of m to L and if flm is the additive 
measure E -?- Pm(:r:j<;(A)), then m(f(A)) = .f f dflm. A 
map m: L -J> R is the restriction of a state iff m I L(A) 
is an additive probability measure. 

Proof: Only the second part needs a proof, as the 
first is contained in Theorem 6. Given the map m, 
observe that, if U is an open set disjoint from aA, then 
we have that flm(U) = m(::Cu(A)) = 0, so that, for a 
bounded f(A), the integral .f f(x) dflm(X) exists and 
equals 

( f(x) dflm(X). 
J<TA 

To extend the functional thus defined to any bounded 
observable, we need the consistency relation: B = f(A) 
implies 

where 

but 

veE) = m(::CF'E(A» = flU-IE) 

and, as v, fl are concentrated on aB and aA, respec­
tively, we have the desired equality of integrals. Thus 
m extends consistently to $. Linearity on each $(A) 
as well as the remaining properties of states follows 
immediately from the properties of m. 

This allows us to define, in the framework of simple 
observables, a state as a map from L to R such that its 
restriction to each Li is an additive probability meas­
ure. Axiom 4c then takes the form: 

Axiom 4d: If A E U Li is not 8, there exists a state 
m such that meA) = I. 

D. Relation to the System of Mackey 

It is now clear that Mackey's system is obtained by 
imposing further restrictions on the coherent system 

(Li)· 
The first is that the given partial ordering on the 

Li determines a partial ordering on the union L = U (i 'J 

i.e., that the relation "A, B ELi for some i and 
A ~ B" is a partial ordering on L. It is further assumed 
that every sequence of disjoint elements of L has a 
supremum (or, equivalently, that it is contained in 
some Li). Finally, the definition of a state is more 
restrictive, as it is assumed to be countably additive; 
this, in terms of expectation-value functionals on the 
bounded observables, means a condition of the 

following form: If Al ~ A2 ~ ... ~ An > ... and 
the infimum is 8 [all Ai in some $(A)], then 
lim meAn) = ° as n -?- 00. It may be interesting to 
find a condition on .At, equivalent to the above 
assumption on the partial order of L. 

E. Segal's System 

It is not hard to verify that Segal's system is ob­
tained from Axioms I, 2, and 3 of Sec. I.A by further 
imposing: 

(i) The coherent system (~(A)) is already a vector 
space, i.e., the construction of L ~(A) does not 
produce anything outside of U ~(A). 

(ii) All observables are bounded. 

It is not necessary to assume Axiom 4 because it 
follows from (i) that the condition of Theorem 9 is 
satisfied.8 

APPENDIX A: SUMS OF VECTOR SPACES 

1. The Sum of Vector Spaces 

Let (Vi)iEI be a family of vector spaces over some 
scalar field F; we assume the zero element to be 
common to all (write it 0), while we write addition 
as +. 

Definition 10: The family (Vi)i€I is "coherent" if, 
for any choice of iI, i2, ... , in E I, the set Vi, n 
Vi. n ... n Vin is a vector subspace of each Vik , and 
on it the various induced vector-space structures 
coincide. 

Now consider the set V of all maps a: I -?- Ui€[ Vi' 
such that (i) a(i) E Vi and (ii) all but finitely many 
values are zero, and equip it with pointwise operations 
(i.e., consider the restricted outer direct sum of the 
spaces V;). Let a,....., b mean: There exist distinctj, k E I 
such that, for i ~ j, k, 

a(i) = b(i) 

and, for some x E Vi n Vk , 

a(j) + x = b(j), 

a(k) - x = b(k). 

Obviously this relation is symmetric and reflexive. 
Its minimal extension to an equivalence relation 
a f':::j b is defined as follows: There exists a sequence 
ao, al ,· .. , an E V such that a = ao ,....., al ,....., ••. ,....., 

an = b; call such a sequence a "chain of length n 
joining a to h." 

8 S. Sherman, Proc. Am. Math. Soc. 2,31 (1951). 
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Lemma 4: The relation a ,:;:,; b means: a(i) + c(i) = 

b(i), where c(i) = ° except for finitely many i = iI' 
i2 , ••• , in, while 

=M 

where the matrix M has n rows and m columns 
(m < n < 2m), its entries are 1, 0, or -1, and it 
contains in each column exactly one 1 and one -1. 

Proof' We use induction on the length of a chain 
joining a to b. For length 1, this is true with M = (!1)' 
Suppose that it is true for all chains of lengths S p, 
and let ao, aI' ... , ap +1 join a to b. We then have 
a(i) + c(i) = apU) with c(ik) = 1;:1 Mdi' M of the 
required form, and c(i) = ° for i -:;rf iI, i2, ... , in. 
Since ap """'" b, we have, fo~ i -:;rf r, s, 

and, for some x E Vr n Vs, 

ap(r) + x = b(r), 

ap(r) - x = b(s). 

Then aU) + c(i) = b(i), f~)f i -:;rf r, s and for a(r) + 
c(r) + x = b(r), a(s) + c(s) - x = b(s), so that the 
matrix expressing the new c(i)'s has one more column 
of the desired form and at most two more rows, 
depending upon whether or not r or s (or both) is 
equal to one of the indices iI' i 2 , ••• , in. In any case, 
the element x is added at the end of the column of the 
cj • Thus the new matrix M has the required form. 

Remarks: (i) It is clear that, in case M contains a 
2 x k submatrix of nonzero elements (so that the 
remaining elements in the corresponding columns are 
zero), we can replace it by a 2 x 1 submatrix of the 
form C!I) and change the right-hand column accord­
ingly. (ii) Since the total number of nonzero elements 
in M is exactly 2m and the number of rows is between 
m and 2m, it follows that, if no row contains exactly 
one nO,nzero element, then all contain exactly two 
such nonzero elements. (iii) The relation a ,:;:,; b in­
volves only the spaces Vi' for which at least one a(j) or 
b(j) is not zero because the elements Ci are in inter­
sections of these spaces, 

Lemma 5: Let a1 ,:;:,; b1 ,and a2 ,:;:,; b2 ; then al + a2 ,:;:,; 

bl + b2 • 

Proof' First suppose that a l ,..."", bl and a2 ,..."", b2 , so 
that, for somej, k, r, s EI, we have, for i -:;rf j, k, 

and, for some x E Vi n Vk , 

a1(j) + x = b1(j), 

al(k) - x = b1(k); 

and, for i -:;rf r, s, 

and, for some y E Vr n VB' 

a2(r) + y = b2(r), 

a2(s) - y = b2(s). 

Case J: All j, k, r, s are distinct. Define an element 
c E V by 

cU) = a(i), 

c(j) = a(j) + x, 

c(k) = a(k) - x, 

for i -:;rf j, k, so that c,..."", a. Now c(j) = b(j) and 
c(k) = b(k), since j and k are distinct from rand s. 
And 

c(r) = al(r) + alr) = bl(r) + b2(r) - y, 

c(s) = aleS) + a2(s) = bl(s) + b2(s) - y, 

which means that c ,..."", b. Thus a ,:;:,; b. 

Case 2: Three indices are distinct, and suppose 
k = r. Define c, dE V by the following: 

for i -:;rf j, k: c(i) = a(i), 

c(j) = a(j) + x, 

c(k) = a(k) - x; 

for i -:;rf k, s: d(i) = b(i), 

d(k) = b(k) - y, 

des) = b(s) + y. 

Then c,..."", a and d """ b. Now, for i -:;rf j, k, s, we have 
c(i) = d(i); also, 

while 

and 

cU) = a(j) + x = al(j) + a2(j) + x 

= bl(j) + b2(j) - Y = d(j) - y, 

c(k) = a1(k) + a2(k) - x = b1(k) + b2(k) 

= d(k) + y 

c(s) = ales) + a2(s) = b1(s) + b2(s) + y = des). 

Thus c"""'" d and a ,:;:,; b. 
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The case where both indices coincide is trivial. Now 
suppose 

and 

by repeating, if necessary, we may assume that n = m. 
Then 

a1 + a2 = a01 + a02 R::! all + a12 

R::! ... R::! an1 + an2 = b1 + b2. 

Theorem 20: The set VIR::! of equivalence classes is a 
vector space under the operations inherited from V. 

Proof By the previous lemma, addition is well 
defined. The relation Aa R::! Ab is an immediate con­
sequence of a R::! b, and the rest of the argument is 
standard. 

Notation: We write 2,iEi Vi for VI R::!. For any 
a E V, we write either 2,iEI a(i) or A for the equivalence 
class containing a. 

Now let x E Vi' X be the map i --+ box and X the 
class of the map x. 

Theorem 21: The map x --+ X is an isomorphism of 
Vi into 2,iEI Vi preserving the intersections of distinct 

Vi' 

Proof It is clear that this map preserves the 
operations. Let X = 0, i.e., x R::! O. By Lemma 4, 
there exists aCE V such that c(i) = 0ijx, where all 
c(i) = ° except for 

m 

i = i1, i2," . ,in and C(ik) = 2, Mkrcr, 
r=l 

with M of the form stated in the lemma. If there is a 
row of M with one nonzero element only and if this 
row corresponds to the index ik = j, then x = 0 and 
we have finished; if ik ¥- j, then C(ik) = 0 and we 
reduce m by l. Ifno row has a single nonzero element, 
then they all have exactly two such nonzero elements. 
Consider a row corresponding to ik ¥- j: If the nonzero 
elements are in the columns r, s, then Cr = ±c., and 
we can replace cr in the other equations by ±c.' 
thereby reducing the number of equations while re­
taining the form of M. We are thus led to the case 
m = I, i.e., x""O; we then have x + y = 0 and 
- Y = 0 for some y; hence x = O. This means that the 
map x --+ X is indeed an isomorphism. Finally, let 
x R::! y and assume that x, yare not in the same Vi' 
since this case is already covered. Then the same 
argument as above applies since the column of the 

C(ik) contains all zeros except x and y. Thus we check 
the case x "" y. This means that, for some z E Vi n Vk , 

0irX = O;sY, 

OjrX + z = 0iSY' 

0krX - z = 0ksY· 

This gives immediately x = y. 

Notation: We shall identify Vi with its image under 
the above map, or, equivalently, call this image Vi' 

2. Linear Functionals 

Definition 11: A family ofmapsj;: Vi --+ W (any set) 
is "coherent" if j; I Vi n Vk = Ik I Vi n Vk , for any 
j, k EI. 

Lemma 6: There is a one-to-one correspondence 
between coherent families (j;)iEI of maps into Wand 
maps f: U ieI Vi --+ W determined by j; = 1 I Vi' 

Theorem 22: There is a one-to-one correspondence 
between coherent families of linear maps (j;)iEI into 
a vector space Wand linear maps f: 2,ieI Vi --+ W 
determined by Ii = 1 I Vi' 

Proof Clearly, if 1 is linear, so is each Ii' and the 
family (f;)iEI is coherent. For the converse, suppose 
a"" b. Since we have a(i) = b(i) for i ¥- j, k while 

a(j) + x = b(j) and a(k) - x = b(k), 

x E Vi n Vk , 

we also have 

= 2,fi(b(i» - fi(X) + fix) 
iEI 

= 2,fi(b(i», 
iEI 

since x E Vj n Vk and the family of maps is coherent. 
Thus we may definel(A) as 2,iElj;(a(i» for any a E A, 
since by the use of a chain we see that the value 
obtained is the same. Obviously, 1 is linear, and 

11 Vi = j;. 

Notation: We write 2,iEI Ii for the linear map 
generated by the family (J;)iEI' 

3. Positive Linear Functionals 

The scalars are now assumed to be the reals. 
Suppose that each Vi contains a convex cone Ci with 
vertex at the origin, and let C be the convex hull of the 
union UiEI Ci in 2,iEI Vi' 
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Lemma 7: The set C is a convex cone, and C E C iff 
C = IiEI Ci , with Ci E Ci . 

Proof The set C' = {IiEI Ci I Ci E C;} is a convex 
cone containing all C i ; furthermore, each element of 
the form IiEI Ci is in C, since it has the form 

with Ai > ° and I Ai = 1. Thus C' = C. 

Notation: We write IiEI C i for C. 

Theorem 23: A functional IiEI;; is positive relative 
to IiEI C i iff each I; is positive relative to Ci . 

Proof Since 

positivity of the;; implies that of IiEI;;. Conversely, 
since 

positivity of IiEI Ii implies that of h . 

Lemma 8: Suppose that E E niEl Ci , and that each 
C i is radial at E. Then IiEl C i is also radial at E. 

Proof Consider any A, a E A and let a(i) = ° 
except for i = i1 , i2 , ••• , in . Now E, as an element of 
IiEi Vi' is represented by any map e: i ~ bijE (any j). 
On each segment from E to a(i), there exists by 
hypothesis an element b(i) E Vi which is in the cone 
Ci • Let B be the class of the map 

b:i~b(i), for i=i1 ,i2 ,···,in , 

b: i ~ 0, for all other i. 

Since b(i) E Ci , we have B E IiEI Ci • Let D = 

IE + (1 - t)B so that D is represented by the map 

d:i ~ tE + (1 - t)b(i), for i = i1 , 

d:i ~ (1 - t)b(i), for i = i2 , i3 ,··· ,in' 

d:i~O, for all other i. 

Since all d(i) E C i , we have D E ~iEl Ci , which means 
that the cone is radial at the point E. 

Without any restriction on the cones Ci , there may 
not exist coherent families of positive functionals on 
the family (Vi)iEI. It is clear that, in case IiEI C; has 
a radial point, positive nonzero functionals exist iff 

~ Ci ~ ~ V; 
iE[ iEJ 

(Theorem 3.2 of Ref. 6). 

Theorem 24: Suppose that each C i is radial at 

EEn Vi 
iEI 

and that, for each x E Vi' x tf- C i , there exists a positive 
functional f on Vi such that f(x) < 0. Then the 
positive (relative to Cj) functionals on Vj extend to 
positive (relative to IiEI Ci) functionals on IiEI Vi iff 

Proof Suppose that this condition is satisfied, i.e., 
that the order induced on Vj as a subspace of IiEI Vi 
is the original order. Then any functional on Vj , 

positive on Ci , is also positive relative to IiEI Ci • 

Since E E Vi and the cone IiEI C i is radial at E, any 
such functional extends to a functional on IiEI Vi' 
positive relative to IiEI C i (Theorem 3.3 of Ref. 6). 
Conversely, suppose that all such functionals extend, 
and take IiEI c(i) in Vi but not in C j ; there exists a 
functional I on Vi which is positive and such that 
f(IiEI c(i» < 0. But I extends to a positive functional 
on IiEI Vi relative to IiEI Ci ; hence 

f(IC(i») ~ 0, 
tel 

which is a contradiction. 

It is not hard to find cases where the condition in the 
above theorem does not hold. 

APPENDIX B: EXTENSION OF POSITIVE 
FUNCTIONALS 

Let C be a cone in a real vector space V and :s:; the 
corresponding partial ordering. Assume that V has a 
unit I E C, i.e., that for each A E V, there is a constant 
k > ° such that -kI :s:; A :s:; kI. 

Lemma 9 (Segal): Suppose that W is a subspace of 
V containing the unit I and that f is a positive 
functional on W. Then, for any x tf- W, there exists a 
positive extension g of I to the subspace spanned by 
Wand x. 

Proof Let a = inf {fCy) I x :s:; YEW} and b = 

sup {fez) I x ~ Z E W}. As I is a unit and belongs to W, 
both a and b are finite; also, since we have z :s:; x :s:; y, 
we have b :s:; a. Now choose any C between a and b, 
and set g(w + Ax) = few) + AC; g is obviously linear 
on W + {x}. Suppose that we have It' + Ax ~ 0. 
In case l> 0, we have x ~ -(l/l)w, and hence 
f(-(l/A)w) :s:; b :s:; c. In case A < 0, we have x:S:; 
-O/l)w and hence f(-O/l)w) ~ a ~ c, so that in 
both cases, we havef(w) + lc ~ 0, or g(w + Ax) ~ o. 
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APPENDIX C: EXISTENCE OF FUNCTIONS 

The following lemma is needed for the proof of 
Theorem 25. 

Lemma 10: Given an interval V, a continuous 
functionf, and a continuous function h, with compact 
support K such that 0 she f-IV, let 

key) = sup {hex) I f(x) = y}. 

Then, if a is on the boundary of V, we have lim key) = 
o. y-+a 

Proof: Otherwise there exists a sequence Yn con­
verging to a and a t5 > 0 such that key,,) > 0 for all 
n. Take x" E f-Iy n' with h(xn ) > 0 and a subsequence 
Xn(k) converging to some Xo (which is possible since 
K is compact). Then h(Xn(k) tends to h(xo), and 
f(Xn(k) tends to f(xo); this implies that a = f(xo) and 
h(xol ~ t5. But a tf- U, hence Xo tf-f- I V (because f is 
single-valued), and thus /1(xo) = 0. which is a contra­
diction. 

Theorem 25: Under the hypotheses of Lemma 10, 
there exists a continuous g such that ° S g c U and 
g of~ h. 

Proof: Take a sequence En converging to zero 
through positive values which are less than unity. 
There exists a (51 such that, if Iy - al < 61 , then 
key) < El' Join the point (a + ~Ol' El) to the point 
(a + (51' I) by a segment SI(y). Then, in the interval 

(a + !(\, a + (1), we have SI(y) ~ key). There exists 
now a b2 < !bl such that, if Iy - al < O2 , then k(y) < 
E2' Join the point (a + !02' E2) to the point (a + O2 , 

El), and the point (a + b2 , El) to the point (a + !bl , El) 
to obtain S2(y), which is thus ~ key). Proceed in this 
way to obtain a numerical sequence bn , converging to 
zero, and a sequence of polygonal lines sn(y) over the 
intervals (a + ibn' a + ibn-I), such that sn(y) ~ key) 
in each interval. Join the lines together to obtain g(y) 
in a neighborhood of a. Clearly, g is continuous, 
g(a) = 0, g(a + (1) = 1, and g(y) ~ key). Define g 
similarly at the other end of U, and set it equal to one 
in between and equal to zero outside V. 

Theorem 26: Let K be a compact set on the real 
axis containing both positive and negative points. 
Then there exists a function f, continuous on K, and 
positive numbers c and d, such that -1 sf(x) SO for 
x EK, -1 Ef(K), andf(x) + 1 - d ~ ex for x EK. 

Proof(after Sherman8): Let Xl and X 2 be the infimum 
and the supremum of K, so that Xl < ° < X2' 

Let Fl = (- 00, !xl ] n K and F2 = [ix1 , + (0) n K; 
these are closed and disjoint sets. Consider a function 
f, continuous on K, and such that f I F2 = 0, f I Fl = 
-1 and -1 sf(x) sO for X E K (Tietze'S theorem), 
which satisfies the first two requirements. Let d = 
min (L -x1/4x2), and take x E F2 • Then f(x) + 
1 - d = 1 - d ~ X/2X2 for all such x. For x t/= F2 , 

we havef(x) + 1 - d ~ -1 + 1 - d ~ x 1/4x2 ; but 
X E K, x tf- F2 implies x < tXl' so that we can take 
c = 1/2x2 > 0. 
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When the above article was published, the by-line was incomplete. It should read as above. 
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